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Modern?

• Challenges: 

• Complexity

• Performance

• Development time

• Power dissipation 

• Manufacturing cost

• …
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Future!

• Challenges: 

• Complexity

• Performance

• Development time

• Power dissipation 

• Manufacturing cost

• …
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Challenge #1: Complexity 

• Consumers expect more every day 
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Trend: ever larger projects 

• Larger project teams 

• Broader sets of specialized design 
skills  

• How avoid Tower-of-Babel problem? 

• More CAD support 

• Higher levels of abstraction 

• New tasks
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Challenge #2: Performance

• Consumers will require higher 
bandwidths, more pixels, additional 
frames per second, …

• Industrial processes, truck engines, etc 
need tighter control 

• Economy

• Environment
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Trend: parallelism 

• Microprocessors go multicore / manycore

• Software must realize performance potential!

• How provide predictable performance? 

• Graphics processors already massively parallel

• Large-scale parallelism needs connectivity

• Bandwidth requirements increase, at all 
levels

 7
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Challenge #3: Development time

• Market pressure will not abate… but

• Product complexity increases

• Larger projects, project teams 

• More coordination
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Trend: “platform-based design”

• Recall: technology platform = physical tech + IP + 
tools

• Extend technology platform with higher-level IP 
(processors, etc) to create “design platform” 

• Choose subsets, combinations for each product 

• “Design platform” includes software components 

• Enables product differentiation

• Complicates HW/SW co-verification

• Example: same SoC in iPhone, iPad

 9
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Challenge #4: Dissipation

• Higher performance, higher integration

• Difficult to deliver high-quality supply 
power 

• Difficult to remove heat

• Causes equipment to be expensive, 
bulky, unreliable, environmentally 
unfriendly

 10
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Trend: specialization 
• Uniform multicore full-chip processor cannot operate at 

full speed due to power constraints (“dark silicon”)

• How productively use the available silicon area?

• Approach: asymmetric multicore processors w/ same 
ISA 

• Use the fast one or the frugal one 

• Next step: replace some cores with special-purpose 
“accelerators” (not the same ISA)

• Even higher application performance while still 
inside power limits

 11
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Challenge #5: Manufacturing cost

• Historically, improved through increasing levels of 
integration 

• Fewer parts to stock, assemble

• Less weight to cart around 

• Better dependability at PCB level (fewer solder 
points that may fail) 

• … but NRE costs force long manufacturing runs 

• … and spares must be manufactured for each part

 12
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Trend: Reconfigurability

• Allows hardware-design re-use with high integration

• First FPGAs simple, uniform 

• Increasing specialization 

• Adders, multipliers, memories, processors …

• Next: “platform ASICs” (cf. “design platform”)

• Domain-specific multicore processors 

• Specialized peripherals, compute engines

• Reconfigurable interconnects, networks-on-chip

• Allows software-defined behavior 

 13

Cf. SoCs, 181018
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The driving trend

 14
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Dr. Moore, again. 
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NO EXPONENTIAL IS FOREVER . . .NO EXPONENTIAL IS FOREVER . . .

Gordon E. MooreGordon E. Moore
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Future of Moore?
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[Courtland: “The end of the shrink”, IEEE Spectrum, Nov 2013]
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• Detailed 
elucidation of 
Moore

• Regular releases

• Odd years

• Updates

• Even years

Executive Summary  
System Drivers  
Design  
Test & Test Equipment  
Process Integration, Devices & 
Structures  
RF and A/MS Technologies for 
Wireless Communications  
Emerging Research Devices  
Emerging Research Materials  
Front End Processes  
Lithography  
Interconnect  
Factory Integration  
Assembly & Packaging  
Environment, Safety & Health  
Yield Enhancement  
Metrology  
Modeling & Simulation
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http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_ExecSum.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_SysDrivers.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Design.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Test.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_PIDS.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_PIDS.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Wireless.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Wireless.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_ERD.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_ERM.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_FEP.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Litho.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Interconnect.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Factory.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Assembly.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_ESH.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Yield.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Metrology.pdf
http://www.itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_Modeling.pdf
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ITRS example: lithography
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• Start with many alternatives 


• Invest in a few, drop the rest  


• Select one and then go for production in another 2? years 
[ITRS 2012 update]
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Variability + Yield

 19
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What is the problem?

 20

• How predict performance of 
manufactured device? 

• Will it work at all? 

• Complex processing – difficult to model 

• Intrinsic statistic variations
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Yield  

• Important issue in all manufacturing 

• Ratio of successful items to total items 
manufactured

• The rest is the yield loss 

• High yield is what makes your profit!

• Advanced tech is always immature

• Expect yield to improve with time as 
manufacturing technology matures 

 21
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Yield loss types 

• Defect (“process”) yield loss

• Item is unusable / unsellable 

• No resale value!  

• Performance (“parametric”) yield loss

• Item performance does not reach spec

• Some resale value? 

• Example: microprocessor/FPGA speed 
grades 

 22
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Example yield loss mechanisms

• Metal line width and spacing variations 

• Defects: opens or shorts 

• Parameters: R/C variations 

• Device gate uniformity

• Parameters, defects: W, L, VT

 23
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Design For Manufacturing 
• Need to understand variability

• Causes

• Effects 

• Then, possible to design so as to manage variability

• Minimize defect yield loss 

• Control (and accept some) parametric yield loss

• DFM contributes to design rule-set explosion

• 100–200 in 130nm, ~1000 in 65nm, …

• … and the 22nm rule book is > 800 pages …

 24

Statistical exercise!
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Variability categories 

1. Static variability 

• Essentially manufacturing spread

2. Dynamic variability

• Influence by environment, context

• Not perfect separation…

 25
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1. Static variability

• Theoretical categories:

• Systematic variations (predictable, but not 
necessarily predicted)

• Truly random fluctuations

• In practice, unpredicted variations resemble 
random fluctuations 

• Continuing model refinements (improved 
predictions) reduce “random” spread 

 26
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VT variability (from device simulations)

• 25 nm bulk MOSFET

• Averages

• ± 2 std devs

• 95% coverage 

• Expect some very 
leaky devices!  

 27 [www.goldstandardsimulations.com]

http://www.goldstandardsimulations.com
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2. Dynamic variability

• Supply voltage variations 

• Switching logic, clock gating, Vdd 
gating

• Temperature variations

• Hot spots increase device leakage 

• Aging 

• VT drift, metal electromigration, …

 28
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Vdd design margins 

• Supply voltage must 
support performance 
requirements, always

• Vdd includes PVT margins 
(process, voltage, 
temperature)

• Larger (%) margins 
needed in more advanced 
processes

• Performance / power  cost

 29

Voltage noise margin

Temperature margin

Process margin

Nominal required voltage 
(determined by critical path
 of logic)
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Present yield loss remedies  
• Defect yield loss: 

• Redundancy 

• Error-Control Codes (ECC)

• Built-In Self Test (BIST)

• Performance yield loss: 

• Adaptivity (e.g. detect setup violations, 
increase voltage, try again) 

• Verifiability issues!  

 30
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Future yield loss remedies 

• More regularity (layout, logic, etc)  

• Proven structures, predictable 
performance 

• Area overhead 

• More redundancy 

• Turn off inactive circuits (leakage)

• Reconfiguration, SW/HW adaptability 

 31

static

dynamic
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Cost of regularity 

 32

• Highly regular cells are larger

• Also cost in routing, placement…
[K Subramaniyan, ASQED 2012 (best paper award)]
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Statistical design methods

• Example: static timing analysis (STA)

• Max and min delay through CL must conform to setup, 
hold reqs at capture FF

• Min and max clock delays constrain problem

• Statistical STA: With normal distributions, not go/no-go!

• Expect similar reasoning at higher abstraction levels

 33

CL

launch capture

clock distr. clock distr.
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Example: Redundancy in 
multicore processors

• Assume at least M 
cores needed for 
performance 

• Design with N > M 
cores to have some 
spares 

• Cost grows with N.  
How choose 
redundancy, that is,   
N – M ?  

 34
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Figure 1: Chip with 16 cores (N = 16).

Equation 1 represents the probability that a block is faulty
(�fault), given an e�ective defect density D and block area
Ablock. Here, D summarizes both random and parametric
defects for the block in question, as abated by applied lower-
level redundancy techniques. Equation 2 describes the yield
for a block.

�fault = D ⇥Ablock (1)

Yblock = 1� �fault = 1�D ⇥Ablock (2)

This simple model su⌅ces to demonstrate the usefulness of
our framework. More advanced yield models can be built
using more information about both the process technology
and the final design, as it becomes available.

Ychip = Yfunc ⇥ Ycore

= (1�D ⇥Afunc)⇥ (1�D ⇥Acore)
N (3)

Equation 3 represents the yield for a chip comprised of N
copies of a core with area Acore plus a number of other func-
tional blocks occupying Afunc area in total. The first ex-
pression represents the probability that the non-redundant
functional blocks (F1-F4 in Figure 1) are fault free, and the
second represents the combined probability that none of the
N cores is faulty. Adding R redundant cores improves chip
yield, Ychip, since only N of the N + R must be functional.
The likelihood of finding precisely N functional cores among
N + R total is described by the binomial probability mass
function:

YN =

 
N + R

N

!
Y N

core(1� Ycore)
(N+R)�N . (4)

Since chips with N + 1 . . . N + R good cores also represent
functional designs, the combined probability that no more
than R cores are faulty is:

Ycores(R) =
RX

i=0

 
N + R
N + i

!
Y N+i

core (1� Ycore)
R�i. (5)

The likelihood that a chip with R redundant cores functions
correctly is then described by:

Ychip(R) = Yfunc ⇥ Ycores(R). (6)

The area of each chip can be represented as the combined
area of the cores and the non-redundant logic:

Achip(R) = Afunc + (N + R)Acore. (7)

Finally, the number of chips C that fit on a wafer of radius
R can be approximated by dividing the area of the wafer by
the area of one chip (Achip):

C(R) =
⇥ ⇥ r2

Achip(R)
. (8)

The expected number of functional chips F given R redun-
dant cores can be calculated by combining these equations:

F (R) = C(R)⇥ Ychip(R)

=
⇥ ⇥ r2

Afunc + (N + R)Acore
⇥ Yfunc ⇥

RX

i=0

 
N + R
N + i

!
Y N+i

core (1� Ycore)
R�i

=
⇥ ⇥ r2

Afunc + (N + R)Acore
⇥ (1�DAfunc)⇥

RX

i=0

 
N + R
N + i

!
(1�DAcore)

N+i(DAcore)
R�i.

(9)

Consider a chip designed with 64 interchangeable cores. Each
core occupies an area of 4mm2. The chip also includes non-
redundant circuitry corresponding to 10% of the total core
area, or 25.6 mm2. To ensure that at least 64 cores remain
functional even in the face of defects, we add redundant (in-
terchangeable) cores.

We make a number of simplifying assumptions. First, we
use the full area of a 300-mm-diameter wafer when calculat-
ing the potential number of chips, without compensating for
partial chips at the wafer edge [1]. Second, we use the same
e�ective defect density D for both cores and non-redundant
circuitry; in practice, these defect densities will di�er, e.g.,
if blocks have di�erent memory content. These assumptions
simplify our formulas for the purposes of our demonstration;
extending the mathematics to be more realistic is straight-
forward. Finally, we ignore the practical di⌅culty of fitting
65 cores in 65/64 of the area needed for 64 cores. Com-
pensating for this inaccuracy is more troublesome and may
require at least simple floorplanning information.

Using Equation 9, we can plot the number of functional
chips per wafer (the wafer-level yield) for given defect den-
sities and numbers of redundant cores. Figure 2 shows that
for a given defect density, there is an optimal number of re-
dundant cores that will maximize the number of functional
chips per wafer. Furthermore, the redundancy depends on
the defect density in such a way that higher densities war-
rant more redundancy.

Closer inspection of the figure reveals other features. First,
the slope of the yield curve is significantly steeper towards
smaller values of R, and gentler towards higher values. This
is to be expected for a chip with many cores: once enough
redundancy has been added to compensate for faulty cores,
increasing chip area further by adding more cores reduces
the wafer-level yield. This loss grows slowly with the num-
ber of cores, though, since each extra core adds less than
2% to the total design area. In contrast, the first few re-
dundant cores improve yield very much, since each of them
compensates for (likely) faulty cores.

[Mikael Andersson: Integrated Circuit Yield Enhancement – 
Redundant Multi Core DSP Cluster.  MSc thesis, 2010]
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Figure 2: Functioning chips per wafer for di�erent
defect densities and numbers of redundant cores.

3. INFLUENCE OF YIELD LEARNING
In the previous section, we show how to maximize wafer-level
yield by selecting an optimal degree of redundancy based on
parameterized models for defect density in a multicore sys-
tem. The most important parameters for the model are the
number of indistinguishable cores and the e⇥ective defect
density at the core level (after redundancy at lower levels
has been applied to repair defects as far as possible). We
also show that adding fewer than the optimal number of re-
dundant cores hurts the yield more than adding more cores;
the latter finding is useful when the defect density is not
known with certainty.

Next, we examine the influence of a defect density that varies
over time. Due to their complexity, large multicore chips
will typically be designed and manufactured using advanced
semiconductor processes at increasingly smaller technology
nodes. A newly introduced process inevitably su⇥ers more
systematic and parametric faults than in a mature process:
insu⇧cient data are yet available from studying wafers fab-
ricated in the new process, and thus many parameters must
be projected from data gathered in a previous process. Ex-
perience with the new process allows engineers to solve many
systematic and random process problems over time [4]. A
temporal component should therefore be included in redun-
dancy considerations: more redundancy might o⇥er better
wafer-level yield at an earlier date if the process defect den-
sity is still decreasing.

The development of defect density over time can be de-
scribed by an initial defect density Dinit together with a
learning rate l. The learning rate captures improvement in
defect density achieved during a time period �t (such as a
day, week, month, or year):

D(n⇥�t) = (1� l(�t))n ⇥Dinit n = 0, 1 . . . . (10)

Figure 3 illustrates an initial defect density of 0.01 per square
mm (Dinit), with density decreasing by 25% for each quarter
(l(�t)) (in general accordance with Müller [3]).
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Figure 3: Defect density over time (�t =
quarter of a year, l(�t) = 25%, Dinit = 0.01faults/mm2)
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Figure 4: Best level of redundancy over time as a
manufacturing process improves (same example as
in previous section).

Substituting Equation 10 into Equation 9 lets us project
the number of functional chips per wafer at di⇥erent times.
Figure 4 shows the “best” degrees of redundancy during the
learning process depicted in Figure 3: according to the mod-
els in the previous section, seven cores should initially be
added to the baseline 64-core design to maximize yield. Af-
ter four quarters, three extra cores should su⇧ce, and after
two to three years, only one extra core is merited.

Our models thus far ignore the influence of a manufactur-
ing process’s yield learning rate should have on the desired
robustness incorporated into a design. Plotting wafer-level
yield for di⇥erent degrees of redundancy as a function of
time, as in Figure 5, can provide insight into design alter-
natives. Less redundancy results in higher yield when the
defect density grows small enough. However, higher redun-
dancy o⇥ers better wafer-level yield at initially high defect
densities.

If the number of wafer starts per unit time is held constant
throughout the production run, market price of the chips

Chips per wafer  

 35

• “Best” value of N – M depends on defect densities

• If in doubt, use more redundant cores…
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Yield over time

 36

• New fab: many defects -> low yield  

• Higher redundancy allows earlier production
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The End is Nigh!  (?)

• ITRS 2015 predicts scaling will bottom out within 5 years (“the 
end of the Moore as we know it” 😨)

• ITRS 2016 report will be the last one

• “ITRS 2.0”

• Future density increases must go vertical

• How remove heat from inside of 3D chip stack?  
 37 [Courtland 2016 (uploaded)]
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Summary
• Challenges remain (and get worse)

• Other problems come to the fore

• Variability important for near- to mid-term future 

• Statistical methods will emerge also at higher 
levels 

• No more Moore requires 3D construction 

• Exciting times ahead!  

 38


