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INTRODUCTION

There is widespread opinion that we are fast approach-
ing the physical limit in speeds for computers. The
grounds for such conclusions are traceable to signal
propagation delays in interconnections, delays en-
countered in traversing several levels of combinatorial
logic, and to systems organizations. Clearly, these areas
must be addressed if we are to realize phenomenal im-
provements in computer logic speeds over the next dec-
ade. Subnanosecond logic circuits will be available;
however, design innovations are needed to exploit this
performance at the systems level.

Trends in the organization of current high-per-
formance systems (Parallel bits X clock rate > 10°
bits/sec.) have tended toward three types of parallelism.
These are arrays of processor elements, processing of
operand bits in parallel, and pipelining!—® or compac-
tion of operations in the time domain. In the processing
of blocked operands or data arrays’* all three are po-
tentially complementary rather than -competitive.
Since most large problems permit iterative processing
of blocks of operands, pipelining becomes attractive be-
cause the rate of doing work can be increased consider-
ably without a corresponding linear increase in hardware
cost. The pipeline queue is the result of organizing logic
into an assembly-line process where output rate is
independent of the latency or total delay of the pipeline.
At any given time a number of operands are in various
stages of processing, thus the additional hardware
usually takes the form of temporary storage and process
control.

The purpose of this paper is to explore the problem of
maximum-rate pipeline operation from a viewpoint
that differs markedly from current practice. The results
will be termed maximum-rate pipelines to distinguish
from conventional pipeline systems. In truth, conven-
tional pipelines as presently designed are a special case
of the maximum-rate pipeline which constitutes the

general case. To clarify, all pipeline systems in existence
today are based on a rate which is the reciprocal of the
delay through an elemental pipeline section, typically
consisting of a parallel register and perhaps three levels
of logic. In contrast this paper proposes a rate of opera-
tion largely dependent on the delay difference of the
various logic paths through the pipeline section. Since
this difference delay can be made considerably less
than total delay, higher theoretical rates are possible.
Indeed, such rates are suprisingly independent of both
propagation delays through N-1 levels of gating be-
tween clocks, and pure signal transmission delays
caused by distances between gates. As will be shown,
the maximum rates are limited by uncertainty or
variability of paths, and basic circuit switching rate.
The latter limit has long been recognized.® It is hoped
that the following treatment will provide helpful in-
sight and some design directions that will prove useful
in overcoming some of the problems!®! in the high-
performance environment.

As a guide to readers, the next two sub-topics will
discuss conceptual aspects of maximum-rate pipelines,
while the remaining sub-topics will consider the com-
plexities of implementation. The latter subjects may
be selectively examined depending upon individual
interests. While 50 MHz floating point arithmetic
units have been designed using the conventional pipe-
line concept, no maximum-rate design results are avail-
able; however, a numerical example to aid under-
standing is given at the end of the discussion on logic
level variability.

A maximum-rate pipeline queue

The validity of maximum-rate pipeline systems, as
with pipeline systems in general, is dependent upon the
ability of designers to relate data processing problems
to an assembly-line job queue. Feedback is sometimes
permitted to slightly reduce average rate, but in gereral
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can usually be deferred in time at hardware expense.
For example, this problem has been investigated in the
case of accumulators.’? Since pipeline systems designers

must demonstrate the Q}\ﬂi{-y to resolve out feedback

must demonstr e ability to resolve out feedback
dependencies, and multiple path interactions will be
considered later, it would appear that attention could
now turn to the case of a unidirectional pipeline. In
the interest of brevity and intuitive understanding,
a physical analog of an elementary queue offers some
utility.

Consider the conventional pipeline, Figure 1, case 1.
Distance X is defined to be interstation separation,
and does not include the finite station width. The prop-
agation velocity V between stations is assumed to be
positive in the direction shown and non varying. S is
defined %o be service time at each station, and includes
the time needed to traverse the station width. Service
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Figure 1—Pipeline queue examples
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Figure 2—Generalized pipeline section

time § is analogous to data sampling and temporary
storage in logic pipelines, and X/V corresponds to
propagation delay through logic circuits and inter-

connaetinn haotwr ™ ag
uuuuuuuuuu s between temporary storage latches, as

seen in Figure 2. Under these conditions throughput
rateis:
Ri=1/ 8+ X/V) units/second 1
The rate R; summarizes the present level of sophistica-
tion in pipeline machine design. Borrowing heavily
from the notion of a communications channel contain-
ing many information symbols or bits in transit, one is
enabled to visualize the idealized maximum-rate pipe-
line, Figure 1, case 2. If S includes time consumed in
traversing the finite station width, then ideal rate R; is:
R:=1/8 units/second (2)
Ideal rate R. is impossible to realize in practice, be-
cause of symbol interference caused by path eccentric-
ities. In theory, the rate approaches 1/S as eccentricity
is made to approach zero.

In practical circumstances the eccentricity is usually
predictable within acceptable bounds, and can be com-
pensated for in Figure 1, case 3, by the addition of a
separation AX. Under assumptions that the receiving
station can undergo minor repositioning or phasing
relative to the sending station, the rate becomes:

R:= 1/ (8 4+ AX/V) units/second (3)
If V is a univeisal constant, the velocity of light for
example, its effect could be minimized by reducing the
quantity AX/V, where AX is intersymbol separation as
distinguished from X, interstation separation. The time
S in (3) is equivalent to the width of one Nyquist inter-
val,*13:¢ and 1/8 corresponds to the rate of complete-
ness property which represents the maximum input
sequence rate for which any finite state machine can be
built. 5.1

A mazimum-rate pipeline section

The main result of this paper is to apply the max-
rate queue concept to a generalized max-rate pipeline
section which may be joined with other max-rate or
compatible-rate sections to construct max-rate systems.
The design of the generalized max-rate section is related
to two characteristics of the continuous data stream,

* The Nyquist interval is the minimum useful pulse width
resolvable by logic gates.
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Figure 3—Continuous data stream

Figure 3. The sample interval is a function of the fixed
clock-pulse width, defined to be T, and clock skew
(AT). Skew AT is the total range of variability in ar-
rival time of the clock pulse, as observed at the clocked
lateh. The clock could be present as late as time T 4 AT,
therefore the sample interval width is:

Sample = T + AT 4)

The variability interval is defined as the time interval
over which one discrete data arrival occurs, but whose
exact arrival time cannot be predicted, and half the
time not observable because it is indistinguishable from
the preceding state. The variability interval, observed
at the receiving lateh input, is a function of a composite
combinatorial path leading from the sending latch
clock. The variability additively builds up over path
delay (P) through a pipeline section composed of N
logic circuit levels, each with level delay Di, such that

Variability = (AT + Prax) — Poin

N N
= (AT+Zma.x Da) - Zmin Di

=] =]
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N
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=1

N
= AT + X AD,
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where AD;=D:—D.: (5)

Combining the results of (4) and (5), the maximum
clock rate R is:

R = 1/ (Sample 4+ Variability) cycles/second

N
R =1/ (T 4+ 2 AT + Y, ADi)

i=1

cycles/second (6)

In practice, T ean be made to approach one circuit
delay for a one-circuit delay type of latch, Figure 4, and
subnanosecond circuit delays are possible.” The latch
is the basic storage cell used in the sample and store
operation. Based on past work® reasonable values of AT
are 10 percent/R.

The most significant conclusion is that a summation
of the circuit delay difference at each logic level con-
stitutes the principle term to be minimized for higher
rates. The effects of finite signal propagation times are
thus reducible to arbitrarily small consequences, since
in theory delay could be added to fast paths to minimize
delay differences. Stating the conclusion more ab-
stractly, the max-rate philosophy of design advocates
minimizing differences in naturally occurring absolute
quantities, whereas the classical approach to logic
design has always been concerned with minimizing the
absolute quantities themselves. Each philosophy will
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Figure 4—One-delay sampling latch
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offer special advantages depending upon technology,
systems goals, and acceptable design constraints.

Daia rates and logic-path bandwidth

Clock pulse width depends primarily on circuit delay;
however, variability is dependent on path bandwidths,
which suffer from losses, mismatches, and loading.
Theoretical data rates could approach the Nyquist rate,
2f, where f is the abrupt cutoff frequency of an ideal
low pass filter, approximated by the logic.'* The min-
imum width pulse or bit equals one Nyquist interval,
or 1/2f. In the environment a more practical definition
of the Nyquist rate is the maximum signaling rate at
which intersymbol interference vanishes. This implies
full swings, without compromise of noise margins. In
practice the Nyquist rate for a string of gates must be
lower than that for a single gate. This results from
pulse width variation that is not Gaussian in steep-cut-
off bandwidth limited systems. These and circuit re-
laxation effects tend to hasten bit interference, espe-
cially for the isolated 1 or § bit cases, and could lead to
smearing and pulse pinch-off for marginal rates.

In synchronous systems, where variability is account-
ed for by retiming, the ideal rate would probably never
exceed half the Nyquist rate of logic gates. If repetitive
clock pulses are funished by a logic gate, the pulse width
could equal one Nyquist interval, but pulses would have
to be separated by one Nyquist interval. Under these
assumptions the maximum realizable rate is:

R=1/[2(T + AT)] cycles/second )

where:
4 AT/2=

Random jitter for the limiting
clock case.

|T + 2AT| = Sample interval magnitude
| T| = Variability interval magnitude

The variability interval is taken to be one Nyquist
interval for this special case, and would prove too
severe for ordinary design purposes. Instead, as provid-
ed for in (6), an arbitrarily large variability interval
may be accommodated by a corresponding rate reduc-
tion. It follows also that (7) establishes an upper bound
for (6), assuming the pulse portion of the clock system
is implemented with logic gates.

In practice designers empirically arrive at path-band-
width and analytic approximations, as no present mode
is available at this level of complexity. In the past, de-
sign relationships have been derived for each new tech-

nology and associated effects of loading, transmission
line phenomena, and minimum useful pulse width. In
addition to past measures of circuit delay, it is impor-
tant that future max-rate technology be given addition-
al definitions of performance. Of considerable interest
are the Nyquist rates for worst-case bit patterns, taken
for a continuum of input transition times. This char-
acterization could null out package delay influences that
otherwise appear as additive delay in present measure-
ments. The lead and package delay should be treated
as wire delay which delays computation, but need not
cause a reduction in rate. By similar reasoning a clock
pulse width, on the order of a Nyquist interval, should
not be widened to account for finite lead-package delay
encountered while entering a latch of Lilliputian di-
mensions compared to the package. A second type of
performance characterization should be statistical
measures of delay variability to account for production
spreads, variable input transition times, and asymmetry
in cireuit switching characteristics.

Minimazing logic level variability

The throughput data rate approaches the maximum
realizable clocked rate (7) when in (6):

2. AD; —|T] (8)

i=1

It is significant that the expression (8) to be minimized
is a summation of artificial differences, as contrasted
with natural barriers such as signal propagation velocity
and combinatorial gate delay through N-1 levels of
logic between clocks.

A straightforward variability minimization algorithm
is needed if several complex considerations are to be
avoided. Statistical averaging through several levels of
gating must not be used, as this places complex de-
pendencies on all gates in a section, This is hazardous
because in a regular m by n gate array there are m*
paths possible, and these paths could merge m!n/
(m~2)1(2)! ways. Any of these mergers, because of de-
lay differences, could have relative bit offsets that
might cause symbol interference at an output. One
algorithm that avoids this complexity is to make each
logic level independent from the others. This can be
1mplem9nted by permitting designers to reduce AD; =
D: — D; on a level by level basis by any means avail-
able, but requiring that ultimately a max D,; and min
D, be specified for every level. Designers could tailor
each level to achieve maximum speed, or design could
be standardized about a few restricted cases to cover
all situations.
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Wire and loading delay is included at each level.
Only the uncontrolled differences in the ecircuit-line-
loading delay triplet need contribute to AD;. Even here,
longer path routing or more loading may be used to
slow down fast lightly loaded gates. Increases in transi-
tion times due to loading are accounted for .either in
increased transmission line delay or increased delay of
driven gates. Parallel line delays such as the six nano-
second delays shown in Figure 5 would not affect the
maximum rate as calculated in (6). In fact (6), along
with the Figure 5 example data shown in Table I.
predicts a 125 MHz clock rate. By contrast, 42 MHZ
results if a summation of maximum delays along with
clock skew is permitted to determine the period of the
clock.

Clock phasing

In order to insure sampling from the nonchanging
portions of bit intervals each receiving station clock
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Figure 5—Representative pipeline section

Table I—Example delay data

i | 2 3 4

B; Ns 4.1 5.9 4.2 [3.0+6.0
b; Ns. 3.7 4.8 3.6 [2.7+6.0
AD; NS. | 0.4 L 0.6 |03+ 0
CLOCK WIDTH T = 4.0 NS.

CLOCK SKEW AT = 0.8 NS,

must be offset from the sending station cldek an
amount:

N
Clock offset = (AT + > Ds) Modulo 1/R (9)

=1

This resembles a spatially rippled clock which has been
mentioned.!® This requirement could be met by dis-
tributing a global time reference, treated as an inde-
pendent machine,® about a 50,000 gate system to with-
in phase differences of say + 0.2 ns. Next a delay ele-
ment similar to Figure 6 could be used at each place
where a phase is needed, typically for each 150-300
gate section. A stored or wired address would establish
the phase to be supplied.

Since all phases were assumed to exist in (6) and
actually only p discrete phases are available some re-
duction in rate becomes necessary. The worst-case
rate reduction need never exceed a decrease of 100 per-
cent/p. In reality one would use the a priori knowledge
concerning phasing, and constrain the variability inter-
val, thus the reduction in rate is more a theoretical
entity. Lastly, the most attractive approach toward
realizing some systems is fo constrain design such that
(9) meets the zero offset case for all sections. This re-
sults in a single phase clock, and the requirement for
multiple phases no longer exists.

Troubleshooting a max-rale system

Troubleshooting and stepping a maximum-rate sys-
tem has some new aspects. At any time a dynamic path
may contain more bits than storage latches such that
storage is not available for the excess bits, or:

N
Excess bits = R (AT + 2. D) — 1 (10)
Jml
TIME e ..
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Figure 6—Delay with gated phases
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This bears similarity to a delay line. The point to be
remembered is that max-rate machines possess the com-
plete personality of a single phase machine, with no
excess bits, operating at a lower rate determined by the

max-delay section in the system. Also, to be race free in
this mode a requirement must be met such that:

Y

gﬁfzm

i=1

Condition (11) merely acknowledges that one could
perhaps be using a conservative sampling pulse width,
much greater than delay through fast paths between
some latches.

CONCLUSIONS

It is possible for max-rate pipeline machines to operate
at high rates determined by path differences, rather
than the conventional maximum delay. The results
apply to any technology, but would prove most useful
when signal propagation delays approach or exceed
circuit delay. In this case velocity of propagating signals
need not limit rates if paths are equalized. The approach
described would permit increased performance in pres-
ent systems environments, and would pave the way
for entry into the subnanosecond regime where rela-
tively long transmission lines might exist between
gate arrays.
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