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As to the properties of electromagnetic radiation, I need first of all to come up with a little
more than just words to the idea that a changing magnetic field makes an electric field, a
changing electric field makes a magnetic field and that this pumping cycle produces an
electromagnetic wave. . .

J. Robert Oppenheimer (1904–1967)

physicist in The Flying Trapeze, Oxford University Press, 1964

12.1 Introduction

After summarizing Maxwell’s equations inChapter 11, we are now ready to discuss their implications. In particular, we will

deal directly or indirectly with the displacement current term in Maxwell’s equations.

We have alluded to the fact that displacement currents are responsible for the wave or propagating nature in the field

equations. Although we have some understanding of what a wave is, this understanding probably does not extend to

electromagnetic waves. This will be our first task: to understand what electromagnetic waves are, why they must exist, and,

later, to define the properties of the waves. The applications resulting from this new view of electromagnetics are vast and

exciting, and we will have a chance to discuss some of them here and in the remainder of this book.

12.2 The Wave

What is a wave? Why is it important? What does it add to the physics of electromagnetics that was not present in the time-

dependent field as discussed in Chapter 10? We will try to answer the first two questions directly whereas the third will

become self-evident as a result.

Consider, first, an example: An earthquake, centered 100 km from a city, causes some damage in the city. For this damage

to occur, there must be a mechanism by which energy generated at the center of the earthquake is propagated. The

earthquake produces stresses in the Earth’s crust and these stresses are relieved by propagating the energy and dissipating

it over large areas of the Earth’s surface, causing Earth movement at relatively large distances from the source. The same

effect is felt when pounding with a hammer on a piece of wood or any other material. The material flexes under the pressure

of the hammer and the effect can be felt at a distance from the source.

A few observations on the above scenario are useful here:

(1) As the distance from the center increases, the magnitude of Earth movement is reduced (attenuated).

(2) Recording of the earthquake on a seismograph looks as in Figure 12.1a, showing a repetitive movement of the crust, at

some frequency or range of frequencies.

(3) The tremor is felt at different locations at different times; propagation of the earthquake is at finite (relatively low)

speeds.

N. Ida, Engineering Electromagnetics, DOI 10.1007/978-3-319-07806-9_12,
# Springer International Publishing Switzerland 2015

597

http://dx.doi.org/10.1007/978-3-319-07806-9_11
http://dx.doi.org/10.1007/978-3-319-07806-9_10


The earthquake is an elastic wave because it requires that the intervening material sustains stress. In other words, if a

location within the range of the earthquake could be isolated from the crust with a vacuum gap, air, or any other flexible

material (such as rubber), the earthquake would not affect that location. For example, you would not be able to feel an

earthquake while flying over an affected area. This is because air can sustain very little stress. We refer to this effect as

attenuation: The elastic wave is attenuated rapidly in air. On the other hand, earthquakes propagate very well in water.

Another example of a wave is the motion of a string, fixed at one end to a post and the other end free to move. The free end

moves up and down at a constant rate as shown in Figure 12.1b. The amplitude at the free end depends on how far the end

moves, and the frequency of the wave depends on the rate of motion. In the process, the string oscillates, and energy is

transferred through the motion. For example, if you were to hold your hand in the path of the string, you would feel the

motion as the string hits your hand. The amplitude becomes smaller closer to the fixed end. At the fixed end, the amplitude is

constrained to zero.

Now, we can define the wave and its properties based on the above observations:

A wave is a disturbance in the surrounding medium with the following properties:

(1) The disturbance occurs in space and must be time dependent. Hitting a material with a hammer produces a wave; the

action is a disturbance in space and is time dependent. Other examples are the operation of a loudspeaker, turning on the

light, moving a paddle in water, plucking a string, etc.

(2) The disturbance can be a single event (hitting a nail with a hammer), repetitive (a paddle moving in water to generate

waves), or time harmonic (for example, sinusoidal motion of the loudspeaker diaphragm).

A wave propagates in the medium with the following properties:

(1) The disturbance, which we will now call a wave, propagates in the medium or across media, at finite speeds. A sound

wave propagates in water at a speed of about 1,500 m/s, whereas in air, it propagates at about 340 m/s. Light propagates

in air at 3 � 108 m/s. Earthquakes propagate at speeds between about 2,000 and over 8,000 m/s, depending on the

composition of the Earth’s crust and location in the crust. In seawater, the propagation is at about 1,500 m/s, again

varying with depth. Tsunamis (tidal waves), generated by earthquakes, propagate at speeds between about 250 km/h and

over 1,000 km/h depending on the depth of the ocean.

(2) Waves propagate with attenuation. After being generated at the source, the wave propagates outward from the source

and, in the process, loses its “strength.” Sound becomes fainter the further we are from the source, whereas the wake of a

boat becomes weaker at larger distances. The reduction in amplitude of a wave may be either because of losses (such as

friction or absorption) in the material or simply because the power in the wave is spread in a continually increasing

volume as the wave propagates. Attenuation due to losses is very much material dependent, as was the speed of

propagation. For example, waves in water and waves in oil are attenuated differently. Sound propagates farther in cold,

dense air and to shorter distances in warm air. Light is attenuated more by particulate matter in the air and is attenuated

very rapidly by most solids. There are large variations in attenuation in various materials. For this reason, we assume

waves propagate in all materials, the differences between them being characterized by the attenuation. For example,

light is assumed to propagate in solids but with such high attenuation that a thin layer of the solid seems to block light.

However, a thin enough layer would be transparent.

(3) Awave transports energy. We may say that loud noises “hurt” or are “painful.” The only way this can happen is if energy

is transferred by the wave to our ear drums. Similarly, a very loud sound, such as a sonic boom or an explosion, may

shatter windows: energy is coupled from the source through the sound waves to the window.
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Figure 12.1 Two types of waves. (a) Seismograph recording of the wave nature of an earthquake. (b) Wave motion

generated by moving the free end of a string up and down
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(4) Propagation of the wave is directional: waves propagate away from a boat and away from a loudspeaker. Electromag-

netic waves transmitted from a satellite propagate from satellite to Earth.

(5) Waves can be reflected, transmitted, refracted, and diffracted. Reflection, transmission, refraction, and diffraction of

light are well-known examples to these properties of electromagnetic waves.

(6) There are different types of waves with different properties. In the example of earthquakes, the P (primary or

compressional) wave is generated by alternate compression and stretching of material. The S (shear or transverse)

wave is generated by the motion of particles perpendicular to the direction of propagation. There are also surface waves,

and each travels at different speeds. The same general principles apply to electromagnetic waves, including the existence

of surface waves.

To see how wave properties manifest themselves, consider the motion of a tight string. When you pluck the string of a

guitar, it moves from side to side, generating a sound wave. There are, in fact, two effects here. One is the motion of the

string itself, which is a wave motion. The second is the change in air pressure generated by the string’s motion, which are the

sound waves we hear. The sound (frequency) depends on the size of the string (both length and thickness) and the amplitude

depends on the displacement. The wave produced in the string in Figure 12.2, in the form of displacement of the string, y, is

described by the following equation:

∂2y

∂t2
¼ Tg

w

∂2y

∂x2
¼ v2

∂2y

∂x2
ð12:1Þ

where T is tension in the string [N], g is the gravity acceleration [m/s2], andw is weight per unit length of the string [N/m]. The

term Tg/w has units of [m2/s2] and is, therefore, a velocity squared. This is the velocity of propagation of the wave in the string.

This equation is a scalar wave equation and its solution should be familiar from physics. The important point is that it defines

the form of a wave equation; the function (displacement in this case) is both time dependent and space dependent. There are

other terms that may exist (such as a source term or a loss term), but the two terms above are essential. The field so represented

is a wave and has all the properties described above. Equation (12.1) is normally written in more convenient forms as

1

v2
∂2y

∂t2
¼ ∂2y

∂x2
or

∂2y

∂x2
� 1

v2
∂2y

∂t2
¼ 0 ð12:2Þ

What about the solution to this equation? This can be obtained in a number of ways. One is by separation of variables. The

second is to introduce two new independent variables ξ ¼ x � vt and η ¼ x + vt, substitute these into the wave equation,

and perform the derivatives. Then, by integration on the two new variables, we obtain a general solution of the form1

y x; tð Þ ¼ g x� vtð Þ þ f xþ vtð Þ ð12:3Þ
where g(x,t) and f(x,t) are arbitrary functions, which describe the shape of the wave. These may be the displacements of the

string at any given time and location. For example, sin(x � vt) and cos(x � vt) may be appropriate functions. We can get a

better feel for what the solution means by taking a very long string (such as a wire between two posts).We will assume here

that the string is infinite. Now, we create a disturbance such as plucking the string at a time t ¼ 0. This gives the initial

condition y(x,0) ¼ g(x) + f(x). Consider, for example, the disturbance shown in Figure 12.3b, created by moving the string

as shown. If we let go, the disturbance moves in both directions at a velocity v. After a time t1, the disturbances have moved

to the right and left a distance vt1 as shown. The disturbances propagating in the positive and negative x directions propagate

l

y ymax

Figure 12.2 Wave motion of a tight string of length l

1 This solution is known as the D’Alembert’s solution of the wave equation.
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away from the source and are called forward-propagating waves. For a vector field, such as the electric or magnetic field, an

equation equivalent to Eq. (12.1) is the vector wave equation:

1

v2
∂2A

∂t2
¼ ∂2A

∂z2
or

∂2A

∂z2
� 1

v2
∂2A

∂t2
¼ 0 ð12:4Þ

whereA stands for any of the field vectors (E,H, etc.), v is the speed of propagation of the wave, and, in this case, the wave is
assumed to propagate in the z direction.

The electromagnetic wave equation will be solved in phasors, in the frequency domain rather than in the time domain.

The propagation of the wave is real nonetheless. Speed of propagation, amplitudes, and all other aspects of the wave are

similar to the above simple problem, although the displacement of the string will be replaced by the amplitude of the electric

or magnetic fields and the propagation will be in space since the field is defined in space. On the other hand, we will talk

about propagation in a certain direction in space exactly like the propagation along the string and a material-related velocity.

Example 12.1 Show that the solution y(x,t) ¼ (1/2)[(x � vt)2 + (x + vt)2] is a solution to the scalar wave equation

in Eq. (12.1).

Solution: Substitution of the given solution in Eq. (12.1) and performing the required derivatives should result in an

equality. Starting with the wave equation:

∂2y x; tð Þ
∂t2

¼ v2
∂2y x; tð Þ
∂x2

Performing the left-hand time derivatives, we get

∂2

∂t2
1

2
x� vtð Þ2 þ 1

2
xþ vtð Þ2

� �
¼ 2v2

On the right-hand side, we have

v2
∂2

∂x2
1

2
x� vtð Þ2 þ 1

2
xþ vtð Þ2

� �
¼ 2v2

Because the two sides are identical, the solution satisfies the wave equation.
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Figure 12.3 Propagation of a disturbance in a tight string. (a) String before the disturbance occurs. (b) The disturbance is

introduced at x ¼ 0, t ¼ 0. (c) The disturbance propagates in the positive and negative x directions at speed v
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Example 12.2 An electric field intensity is given in free space as E ¼ x̂ 100cos 106t� 106
ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� �
[V/m] where

μ0 and ε0 are the permeability and permittivity of free space, respectively:

(a) Calculate the amplitude, frequency, and speed of propagation of the wave.

(b) Show that this solution is of the same form as that in Eq. (12.3).

(c) What is the direction of propagation?

Solution: The given electric field intensity has a single component in the x direction, but the component is independent of x.

Therefore, if it is a solution to the wave equation, it must be a solution to an equation of the form of Eq. (12.4) because the

solution is a vector. To calculate the wave properties, we substitute the electric field intensity in Eq. (12.4).

(a) The relevant wave equation in this case is

∂2E

∂z2
� 1

v2
∂2E

∂t2
¼ 0

Substituting the electric field intensity and performing the derivatives:

x̂
∂2 100cos 106t� 106

ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� �� �
∂z2

� x̂
1

v2
∂2 100cos 106t� 106

ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� �� �
∂t2

¼ �x̂ 100� 106
� �2

μ0ε0cos 10
6t� 106

ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� �þ x̂
1

v2
100� 106

� �2
cos 106t� 106

ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� � ¼ 0

After dividing both sides by 100� 106
� �2

cos 106t� 106
ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� �
, we get

μ0ε0 ¼
1

v2
! v ¼ 1ffiffiffiffiffiffiffiffiffi

μ0ε0
p

Thus, the speed of propagation of the wave must be

v ¼ 1ffiffiffiffiffiffiffiffiffi
μ0ε0

p ¼ c ¼ 3� 108 m=s½ �

From the electric field intensity itself, we can write the amplitude as E0 ¼ 100 V/m and frequency as f ¼ 106/2π [Hz]

by simply writing the solution as

E ¼ x̂ 100cos 106t� 106
ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� � ¼ x̂E0cos ωtþ φð Þ V=m½ �:

(b) The electric field intensity may be written as follows:

E ¼ x̂ 100cos 106t� 106
ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z

� � ¼ x̂ 100cos �ω
ffiffiffiffiffiffiffiffiffi
μ0ε0

p
z� tffiffiffiffiffiffiffiffiffi

μ0ε0
p

� �	 

¼ x̂ g z� vtð Þ V

m

	 


This is clearly of the same form as Eq. (12.3), except that now the solution is a vector and only the first part in

Eq. (12.3) is present (the second part is zero).

(c) The direction of propagation of the wave can be determined from comparison of the electric field intensity (the solution)

with the general solution in Eq. (12.3). In this case, the direction of propagation is in the z direction. Note, in particular,

that the electric field intensity is directed in the x direction but propagates in the z direction.
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Exercise 12.1 (a) Show that the function y(x,t) ¼ cos(x � wt) + cos(x + wt) is a solution to the scalar wave

equation. (b) What must be the speed of propagation of the wave, in this case?

Answer (b) v ¼ w [m/s].

12.3 The Electromagnetic Wave Equation and Its Solution

Based on the introduction of the displacement currents in Ampere’s law, Maxwell predicted the existence of propagating

waves, a prediction that was verified experimentally in 1888 by Heinrich Hertz. This prediction was based on the nature of

the equations one obtains by using Maxwell’s equations. We will show here that Maxwell’s equations result, in general,

in wave equations. These can be written in a number of useful forms, each useful under certain conditions. The solutions

to the electromagnetic wave equations lead to a number of useful definitions, including phase velocity, wave impedance,

and others.

Two types of equations will be discussed. One is the source-free wave equation, also called a homogeneous wave

equation. The second is a complete equation, including source terms, and is called a nonhomogeneous wave equation.

We first use the equations in the time domain, but most of our work here and in the following chapters will be in terms of

phasors and the time-harmonic wave equation. It should also be remembered that homogeneity here relates to the form of

the equation and should not be confused with material homogeneity, which merely states that material properties are

independent of position.

12.3.1 The Time-Dependent Wave Equation

How do we know that Maxwell’s equations in fact represent wave equations? If they do, how do we show that is the case?

A hint to what needs to be done is the form in Eq. (12.1); we need to rewrite Maxwell’s equations in this form. To do so,

we must obtain a second-order equation in time and space, in terms of a single variable. In fact, we have already done so in

Chapter 11. There, we wrote Maxwell’s equations in terms of the magnetic vector potential [see Eq. (11.50)] as

∇2A ¼ ∂2A

∂x2
þ ∂2A

∂y2
þ ∂2A

∂z2
¼ �μJþ με

∂2A

∂t2
ð12:5Þ

This equation is of the same form as Eq. (12.1) except that now the magnetic vector potential varies in all three spatial

directions and, in addition, a source term (current density) is included. This is a nonhomogeneous wave equation and is much

more general than Eq. (12.1). If the source does not exist, we obtain the source-free or homogeneous wave equation for the

magnetic vector potential:

∂2A

∂x2
þ ∂2A

∂y2
þ ∂2A

∂z2
¼ με

∂2A
2∂t2

ð12:6Þ

This particular form of the equations is only one possible form. Other potential functions or the various field variables

themselves may be used to obtain similar wave equations. The principle is to substitute the corresponding variable into

Maxwell’s equations and manipulate the equation until the resulting equation is in terms of a single variable.

Example 12.3 Obtain a wave equation in terms of the electric scalar potential, V.

Solution: We start with Faraday’s law (Maxwell’s first equation) and use the Lorenz condition given in Eq. (11.49). From

Faraday’s law, we have
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∇� E ¼ �∂B
∂t

¼ �∂ ∇� Að Þ
∂t

¼ �∇� ∂A
∂t

! ∇� Eþ ∂A
∂t

� �
¼ 0 ! Eþ ∂A

∂t
¼ �∇V

The electric field intensity is [see also Eqs. (11.41) through (11.45)]

E ¼ �∂A
∂t

�∇V
V

m

	 


This relation is substituted in Maxwell’s third equation

∇�D ¼ ρv ! ∇�D ¼ ε∇�E ¼ ε∇� �∂A
∂t

�∇V

� �
¼ ρv

Expanding the terms in parentheses and dividing by ε on both sides of the equation, we obtain

�∇� ∂A
∂t

�∇� ∇Vð Þ ¼ ρv
ε

Now, we multiply both sides by �1, interchange between the divergence and time derivative and recall that

∇ � (∇V) ¼ ∇2 V [vector identity in Eq. (2.132)]:

∂
∂t

∇�Að Þ þ∇2V ¼ � ρv
ε

The Lorenz condition in Eq. (11.49) [∇ �A ¼ �με(∂V/∂t)] is now used to eliminate the magnetic vector potential.

Substituting this for ∇ �A and rearranging terms gives

∇2V þ ∂
∂t

�με
∂V
∂t

� �
¼ ∇2V � με

∂2V

∂t2
¼ � ρv

ε

If ρv ¼ 0, we obtain the homogeneous wave equation in terms of the electric scalar potential V. The nonhomogeneous

and homogeneous wave equations are

∇2V � με
∂2V

∂t2
¼ � ρv

ε
nonhomogeneousð Þ

∇2V � με
∂2V

∂t2
¼ 0 homogeneousð Þ:

Example 12.4 Obtain a source-free wave equation for the magnetic field intensity, H.

Solution: To obtain a wave equation in terms of H, we start with Ampere’s law in Eq. (11.6)

∇�H ¼ Jþ ∂D
∂t

¼ Jþ ∂ εEð Þ
∂t

where we substituted D ¼ εE. Now, we seek to substitute for E, in order to eliminate it. To do so, we use Faraday’s law:

∇� E ¼ �∂B
∂t

¼ �∂μH
∂t

¼ �μ
∂H
∂t
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where the constitutive relation B ¼ μH was used to write Faraday’s law in terms ofH rather than B. To be able to substitute

this relation into Ampere’s law, we first take the curl on both sides of Ampere’s law:

∇� ∇�Hð Þ ¼ ∇� Jþ∇� ε
∂E
∂t

¼ ∇� Jþ ε
∂
∂t

∇� Eð Þ

Two conditions are implicit here: that the curl and time derivatives are independent and that permittivity is constant in

space. The first is always correct. The second is an assumption and does not have to hold in all situations. As long as the

materials are homogeneous, we should have no difficulty with this assumption. The left-hand side can now be written as

∇ � (∇ � H) ¼ –∇2H + ∇(∇ �H). The term ∇ � E from Faraday’s law is now substituted into Ampere’s law

�∇2Hþ∇ ∇�Hð Þ ¼ ∇� J� ε
∂
∂t

μ
∂H
∂t

� �

From Maxwell’s fourth equation [Eq. (11.8)], assuming μ is also constant in space (material homogeneity condition),

∇ �H ¼ 0. Thus, we get

∇2H� εμ
∂2H

∂t2
¼ �∇� J nonhomogeneousð Þ

∇2H� εμ
∂2H

∂t2
¼ 0 homogeneousð Þ

Note that this wave equation is identical in form to the wave equation for the electric scalar potential in Example 12.3.

Also, note that if we need the homogeneous wave equation only, it is best to start with the source-free Maxwell’s equations.

Exercise 12.2 Obtain the homogeneous wave equation in terms of the electric flux density D.

Answer ∇2D� με
∂2D

∂t2
¼ 0:

12.3.2 Time-Harmonic Wave Equations

The time-harmonic wave equation is obtained either by starting with the time-harmonic Maxwell’s equations and following

steps similar to those in the previous section, or with the time-dependent equation and then transforming the resulting time-

dependent wave equations to time-harmonic wave equations.

If we choose the latter approach, we simply replace ∂/∂t by jω. For example, the time-dependent wave equation in

Eq. (12.6) can be written in the time-harmonic form as

∂2A

∂x2
þ ∂2A

∂y2
þ ∂2A

∂z2
¼ με jωð Þ2A ¼ �ω2μεA ð12:7Þ

However, in doing so, we also implicitly changed the variable A from a real variable to a phasor even though the same

notation is used. The term ejωt is implicit in A.

We will show next how to obtain a wave equation in terms of the electric field intensity E, starting from the time-

harmonic Maxwell equations, and how to obtain the wave equation forH by transforming the time-dependent wave equation

in Example 12.4.
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To obtain the time-harmonic wave equation in terms of the electric field intensity E, we start with Maxwell’s equations in

time-harmonic form [see Eqs. (11.68) through (11.71)], but written in terms of E and H. Assuming linear, isotropic,

homogeneous materials, these are

∇� E ¼ �jωB ¼ �jωμH ð12:8Þ

∇�H ¼ 0 ð12:9Þ

∇�H ¼ Jþ jωD ¼ Jþ jωεE ð12:10Þ

∇� εE ¼ ρv ð12:11Þ
We start by taking the curl on both sides of Faraday’s law [Eq. (12.8)]:

∇� ∇� Eð Þ ¼ �jωμ ∇�Hð Þ ð12:12Þ
Substituting for ∇ � H from Ampere’s law [Eq. (12.10)]

∇� ∇� Eð Þ ¼ �jωμ Jþ jωεEð Þ ð12:13Þ
Again using the identity ∇ � (∇ � E) ¼ –∇2E + ∇(∇ �E)

�∇2Eþ∇ ∇�Eð Þ ¼ �jωμ Jþ jωεEð Þ ð12:14Þ
The divergence of E is given in Eq. (12.11). Separating the current density into source and induced current densities

(i.e., J ¼ Js + Je ¼ Js + σE [A/m2], where Js [A/m
2] is an applied source current density and Je ¼ σE [A/m2] is an induced

current density), substituting, and rearranging terms gives

∇2E ¼ ∇
ρv
ε

� �
þ jωμJS þ jωμ σEþ jωεEð Þ ð12:15Þ

There are three sources of the electric field: One is due to charge distribution in space in the form of the gradient of the

charge density [first term on the right-hand side in Eq. (12.15)]. The second is due to applied current densities [second term

on the right-hand side of Eq. (12.15)]. These are external, applied sources. In addition, the time derivative of B generates

induced current densities as required from Faraday’s law. These current densities are represented by the term σE and are not

externally applied. The last term on the right-hand side is due to displacement current densities. The source-free wave

equation is obtained if the external sources ρv and Js are eliminated:

∇2E ¼ jωμ σEþ jωεEð Þ ð12:16Þ

If, in addition, the losses are zero (σ ¼ 0), the source-free, lossless wave equation is obtained:

∇2E ¼ jωμ jωεð ÞE ð12:17Þ
Multiplying the terms on the right-hand side and rearranging gives

∇2Eþ ω2μεE ¼ 0 ð12:18Þ

This equation is a source-free wave equation in lossless media. It is a commonly used form of the wave equation and

forms the basis of the remaining chapters of this book. Equation (12.18) is called the Helmholtz equation for the electric

field intensity in lossless media. In lossy media, we use Eq. (12.16).

As mentioned earlier, the time-harmonic wave equation may be obtained from the time-dependent wave equation through

the phasor transformation. As an example, consider the source-free wave equation in terms ofH, obtained in Example 12.4.

If we replace ∂/∂t by jω, we get the time-harmonic, source-free, lossless wave equation for H:

∇2Hþ ω2μεH ¼ 0 ð12:19Þ
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This equation is identical in form to Eq. (12.18) (it is a Helmholtz equation in terms of H) and, therefore, must also have

an identical form of solution. Both Eqs. (12.18) and (12.19) are extremely important in electromagnetics, as we shall see

shortly.

Exercise 12.3 Find the nonhomogeneous, time-harmonic wave equation in terms of the magnetic flux density B in

lossless media.

Answer ∇2B + ω2μεB + μ(∇ � J) ¼ 0.

Exercise 12.4 Find the time-harmonic, source-free, wave equation in terms of the electric scalar potential in lossless

media.

Answer ∇2V + ω2μεV ¼ 0.

12.3.3 Solution of the Wave Equation

Now that various wave equations have been obtained, it is time to solve them. First, we must decide which wave equation to

solve and under what conditions. In principle, it does not matter if we solve one wave equation or another, but, in practice, it

is important to solve for the electric and magnetic fields in the domain of interest rather than, say, for the electric scalar

potential, since these will be more useful in subsequent discussions. Therefore, we will solve first for the electric field

intensity E and the magnetic field intensity H in lossless media and in the absence of sources. The starting point is

Eq. (12.18) or (12.19). To observe the behavior of fields and define the important aspects of propagation, we use a one-

dimensional wave equation; that is, we assume that the electric field intensity E or the magnetic field intensityH has a single

component in space. The conditions under which we solve the equations are:

(1) Fields are time harmonic.

(2) The electric field intensity is directed in the x direction but varies in the z direction; that is, the field is perpendicular to

the direction of propagation.

(3) The medium in which the wave propagates is lossless (σ ¼ 0).

(4) The wave equation is source free (Js ¼ 0, ρv ¼ 0).

This set of assumptions seems to be rather restrictive. In fact, it is not. Although the direction in space is fixed, we are free

to choose this direction and we can repeat the solution with a field in any other direction in space. Also, and perhaps more

importantly, many of the above assumptions are actually satisfied, at least partially in practical waves. For example, if the

electric field intensity at the antenna of a receiver is needed, there is no need to take into account the actual current at the

transmitting antenna: only the equivalent field in space. Similarly, propagation in general media, although not identical to

propagation in lossless media, is quite similar in many cases. The benefit of this approach is in keeping the solution simple

while still capturing all important properties of the wave. The alternative is a more general solution but one that is hopelessly

complicated.

In fact, the conditions stated in this section specify what is called a uniform plane wave.

12.3.4 Solution for Uniform Plane Waves

A uniform plane wave is a wave (i.e., a solution to the wave equation) in which the electric and magnetic field intensities are

directed in fixed directions in space and are constant in magnitude and phase on planes perpendicular to the direction of

propagation.
Clearly, for a field to be constant in amplitude and phase on infinite planes, the source must also be infinite in extent. In

this sense, a plane wave cannot be generated in practice. However, many practical situations can approximate plane waves to
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such an extent that plane waves are actually more common that one might think. For example, suppose a satellite in

geosynchronous orbit transmits a TV program to Earth. The satellite is at a distance of approximately 36,000 km. For all

practical purposes, it looks to us as a point source and the transmission will be at constant amplitude and phase on the surface

of a sphere of radius 36,000 km (in reality, satellite communication is in a fairly narrow beam covering only a small section

of the sphere, but on this section, the above conditions apply). This is as good an approximation to a plane wave as one can

wish. More important, the receiving antenna is of such small size compared with the distances involved that it sees a plane

wave. Thus, analysis of the wave as a plane wave is fully justified, even if the distances involved were smaller. You may

want to think in the same way about a radio transmitter on the other side of town or a TV station 50 km away. Thus, the use of

plane waves is rather useful, quite general, and will restrict our solutions very little while allowing simplification in both

discussion and calculation.

12.3.5 The One-Dimensional Wave Equation in Free-Space and Perfect Dielectrics

With the assumptions in Section 12.3.3, the electric field intensity is

E ¼ x̂Ex zð Þ V=m½ � ð12:20Þ
where E is a phasor (i.e., ejωt is implied). These assumptions imply the following conditions:

Ey ¼ Ez ¼ 0 and
∂E�
∂x

¼ ∂E�
∂y

¼ 0 ð12:21Þ

where * denotes any component of E. Substitution of these into Eq. (12.18) results in

d2Ex

dz2
þ ω2μεEx ¼ 0 ð12:22Þ

where the partial derivative was replaced with the ordinary derivative because of the field dependence on z alone. Also, since

the electric field is directed in a fixed direction in space, a scalar equation is sufficient. We denote:

k ¼
ffiffiffiffiffiffiffiffiffiffi
ω2με

p
¼ ω

ffiffiffiffiffi
με

p rad

m

	 

ð12:23Þ

Equation (12.22) is identical in form to Eq. (12.1) (except of course, it is written here in the time-harmonic form);

therefore, it has the same type of solution. All we need is to find the functions f and g in the general solution in Eq. (12.3). In
this case, since Eq. (12.22) describes simple harmonic motion, it has a solution

Ex zð Þ ¼ Eþ
0 e

�jkz þ E�
0 e

jkz V=m½ � ð12:24Þ

where E0
+ and E0

� are constants to be determined from the boundary conditions of the problem. The notations (+) and (�)

indicate that the first term is a propagating wave in the positive z direction called a forward-propagating wave and the

second a propagating wave in the negative z direction called a backward-propagating wave, as in Figure 12.4a (horizontal

arrows indicate the direction of propagation; the electric field intensity components are vertical). The amplitudes E0
+ and E0

�

are real (but they may, in general, be complex) and are arbitrary. This solution can be verified by direct substitution into

Eq. (12.22).

source

a b

reflector

o

x

z

source

o

x

z
E0

+e−jkz

E0
+e−jkz E0

−e+jkz

Figure 12.4 (a) Forward-

and backward-propagating

waves in bounded space. (b)

Forward-propagating wave

in unbounded space (the

horizontal arrows show the

direction of propagation)
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Using the phasor transformation, we can write the solution in the time domain as

Ex z, tð Þ ¼ Re Ex zð Þejωt
 � ¼ Eþ
0 cos ωt� kzþ ϕð Þ þ E�

0 cos ωtþ kzþ ϕð Þ V=m½ � ð12:25Þ

where the initial (arbitrary) phase angle ϕ was added for completeness. Note that this solution is of the same form as the

solution in Eq. (12.3).

If the wave propagates in boundless space, only an outward wave exists and E0
� is zero (all power propagates away from

the source and there can be no backward-propagating waves). If the forward-propagating wave is reflected without losses

(i.e., for an electric field, this means a perfect conductor; for ripples in the lake, it means a rigid shore), the amplitudes of the

two waves are equal. Figure 12.4b shows schematically a forward-propagating wave without reflection. Assuming only a

forward-propagating wave, the solution is

Ex zð Þ ¼ Eþ
0 e

�jkzejϕ or Ex z, tð Þ ¼ Eþ
0 cos ωt� kzþ ϕð Þ V=m½ � ð12:26Þ

Examining these expressions, it becomes apparent that what changes with time is the phase of the wave. In other words,

the phase of the wave “travels” at a certain velocity. To see what this velocity is, we use Figure 12.5 and follow a fixed point

on the wave, for which the phase of the field is ωt � kz + ϕ ¼ constant:

z ¼ ωt

k
þ ϕ

k
� constant ð12:27Þ

The speed of propagation of the phase is

vp ¼ dz

dt
¼ ω

k
¼ 1ffiffiffiffiffi

με
p m=s½ � ð12:28Þ

where k ¼ ω
ffiffiffiffiffi
με

p
was used [see Eq. (12.23)]. vp is called the phase velocity of the wave. If you need a better feel for this

velocity, think of a surfer catching a wave. The surfer rides the wave at a fixed point on the wave itself but moves forward at a

given velocity. The surfer’s velocity is equal to the phase velocity in the case of ocean waves. (The surfer is not moved

forward by the wave; rather, the surfer slides down the wave. If it were not for this sliding, only bobbing up and down would

occur as the phase of the wave moves forward.) In unbounded, lossless space, the phase velocity and the velocity of the wave

or the velocity of transport of energy in the wave are the same. This is not always the case, as we will clearly see in

Chapter 17. In this chapter, until we start discussing propagation of waves in bounded media, the terms phase velocity and

speed or velocity of propagation can be used interchangeably since they happen to be the same. In general, however, they are

different. The speed of propagation is a real speed, the speed at which energy propagates (or in the case of an ocean wave,

the surfer’s speed). The phase velocity is not a real speed in the sense that nothing material moves at that speed; only an

imaginary point on the wave moves at this velocity. Because the phase velocity does not relate to physical motion, it can

be smaller or larger than the speed of light and, as mentioned, may be different than the velocity of transport of energy.

E

z z

λ

t

t+Δ t

Δ
. .

vp vp

Figure 12.5 Definition of wavelength and calculation of phase velocity
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The phase velocity of electromagnetic waves is material dependent. In particular, in free space,

vp ¼ 1ffiffiffiffiffiffiffiffiffi
μ0ε0

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� π � 10�7 � 8:8541853� 10�12

p ¼ 2:997925� 108 � 3� 108 ¼ c
m

s

	 

ð12:29Þ

The phase velocity of electromagnetic waves in free space equals the speed of light. Perhaps this should have been

suspected since light is an electromagnetic wave.

The phase velocity in most materials is lower than c since μr, εr � 1. In fact, the phase velocity in good conductors can be

a small fraction of the speed of light.

As the wave propagates, the distance between two successive crests of the wave depends both on the frequency of the

wave and its phase velocity. We define the wavelength λ (in meters) as that distance a wave front (a front of constant phase)

travels in one cycle:

λ ¼ vp
f
¼ 2πvp

ω
¼ 2π

ω
ffiffiffiffiffi
με

p ¼ 2π

k
m½ � ð12:30Þ

The wavelength for the surfer is the distance between two successive crests. This distance is relatively long (perhaps 50

to 100 m). In the electromagnetic case, the wavelength can be very short or very long, depending on frequency and

phase velocity. For example, the wavelength in free space for a wave at 50 Hz is 6,000 km. At 30 GHz (a frequency used

to communicate with satellites), the wavelength is 10 mm. From the definition of the wavelength in Eq. (12.30), we can

write k as

k ¼ 2π

λ

rad

m

	 

ð12:31Þ

k is called the wave number. If the wavelength in free space is given, then k is called the free-space wave number.

Example 12.5 Propagation of Electromagnetic Waves in Water An electromagnetic wave propagates down-

ward from an aircraft and into water. The wave is at a frequency of 10 GHz. Assume that at this frequency distilled

water has a relative permittivity of 24 (no losses) and neglect any effect the interface between air and water may have:

(a) Calculate phase velocity, wavelength, and wave number in air.

(b) Calculate phase velocity, wavelength, and wave number in water.

(c) Write the electric field intensities in air and water. Assume the electric and magnetic fields are parallel to the

surface of the water, with known but different amplitudes in air and water.

Solution: The phase velocity is calculated from the permeability and permittivity of air and water using Eq. (12.28) or

(12.29). Equation (12.26) is then used to write the electric field since only a forward-propagating wave is assumed to exist.

The amplitude of the wave in air and water is generally different. Here, we simply assume Ea is the amplitude in air and Ew

is the amplitude in water to indicate this difference. The actual relation between the two amplitudes will be discussed

in Chapter 13.

(a) The permeability and permittivity in air are μ0 and ε0. The phase velocity in air is therefore

vpa ¼ 1ffiffiffiffiffiffiffiffiffi
μ0ε0

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� π � 10�7 � 8:854� 10�12

p ¼ 2:998� 108 ¼ c
m

s

h i

The wavelength and wave number in air are

λa ¼ vpa
f

¼ 2:998� 108

1010
¼ 0:03 m½ �, ka ¼ 2π

λa
¼ 2π

0:03
¼ 209:44

rad

m

	 

:

12.3 The Electromagnetic Wave Equation and Its Solution 609

http://dx.doi.org/10.1007/978-3-319-07806-9_13


(b) In water, μ ¼ μ0 and ε ¼ 24ε0. The phase velocity, wavelength, and wave numbers are

vpw ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0εrε0

p ¼ 1ffiffiffiffi
εr

p ffiffiffiffiffiffiffiffiffi
μ0ε0

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
24� 4� π � 10�7 � 8:854� 10�12

p ¼ 2:998� 108ffiffiffiffiffi
24

p ¼ 6:12� 107
m

s

	 

,

λw ¼ vpw
f

¼ 6:12� 107

1010
¼ 0:00612 m½ �,

kw ¼ 2π

λw
¼ 2π

0:00612
¼ 1026:04

rad

m

	 


Note that the phase velocity is lower by a factor of
ffiffiffiffi
εr

p ¼ 4:899, the wavelength is shorter by a factor of 4.899, and

the wave number is 4.899 times larger.

(c) Using Eq. (12.26), we can write the electric fields in water and air. We assume that the normal direction is z and the

electric field intensity is in the x or y direction (arbitrarily, but parallel to the surface of the water). The fields in air are

Eair zð Þ ¼ Eae
�jkaz ¼ Eae

�j209:44z or Eair z; tð Þ ¼ Eacos 2π � 1010t� 209:44z
� �

V=m½ �

where we assumed zero initial phase angle and real amplitude. The fields in water are

Ewater zð Þ ¼ Ewe
�jkwz ¼ Ewe

�j1026:04z or Ewater z; tð Þ ¼ Ewcos 2π � 1010t� 1026:04z
� �

V=m½ �

The differences are in the amplitude and wave number. Since the wave number multiplied by distance z is a phase, the

phase of the wave changes much faster in water than in air.

Example 12.6 Suppose a permanent space station is built on Mars and the station communicates regularly with

Earth. The distance between Earth and Mars is approximately 100 million km. Calculate the delay between

transmission and reception of a signal sent from Mars and received on Earth.

Solution: The intervening medium is free space and, therefore, the speed of propagation is c. The time required for a

transmission to reach Earth is

t ¼ d

vp
¼ 100� 106 � 103

3� 108
¼ 3:33� 102 ¼ 333 s½ �

This is a delay of over 5.5 min. In other words, if a response is required, it cannot be had before 11 min have passed. This

also means that timing of any radio-controlled equipment must take into account this delay. Try to imagine the difficulties in

communication with distant stars. The nearest star is 3–4 light years away. Any two-way communication will take 6–8 years

(if, of course, such vast distances can be covered at all); you better make every word count!

So far, we only discussed the electric field intensity E. Maxwell’s equations tell us that a magnetic field intensityH exists

whenever E exists. Thus, for a complete discussion of the electromagnetic wave, we must discuss the magnetic field as well.

Rather than repeating the process above, we simply substitute the electric field intensity we obtained in Maxwell’s first

equation [Eq. (12.8)] to obtain the magnetic field intensity. The equation in terms of components is

x̂
∂Ez

∂y
� ∂Ey

∂z

0
@

1
Aþ ŷ

∂Ex

∂z
� ∂Ez

∂x

0
@

1
Aþ ẑ

∂Ey

∂x
� ∂Ex

∂y

0
@

1
A ¼ �jωμ x̂Hx þ ŷHy þ ẑHz

� � ð12:32Þ
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From the assumption that E has only an x component, which varies only in z, only the term ∂Ex/∂z exists. This means that

Hx ¼ Hz ¼ 0, and Eq. (12.32) becomes a scalar equation:

∂Ex

∂z
¼ �jωμHy ð12:33Þ

or writing this for the forward-propagating wave, for Hy,

Hþ
y zð Þ ¼ j

ωμ

∂Eþ
x

∂z
A

m

	 

ð12:34Þ

Calculating the derivative of Ex
+ with respect to z from Eq. (12.26), we get

∂Eþ
x

∂z
¼ ∂

∂z
Eþ
0 e

�jkz
� � ¼ �jk Eþ

0 e
�jkz

� � ¼ �jkEþ
x zð Þ ð12:35Þ

Substituting this result in Eq. (12.32) gives

Hþ
y zð Þ ¼ k

ωμ
Eþ
x zð Þ A

m

	 

ð12:36Þ

As was mentioned earlier, the reference field is E (an arbitrary choice used in electromagnetics as a convention). Thus, we

define the ratio between Ex(z) and Hy(z) as

η ¼ Eþ
x zð Þ

Hþ
y zð Þ ¼

ωμ

k
¼

ffiffiffi
μ

ε

r
Ω½ � ð12:37Þ

This quantity is an impedance because the electric field intensity is given in [V/m] and the magnetic field intensity is

given in [A/m]. The quantity η is called the intrinsic impedance or wave impedance of the material since it is only dependent

on material properties, as the right-hand side of Eq. (12.37) shows. The intrinsic impedance of free space is

η0 ¼
ffiffiffiffiffi
μ0
ε0

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π � 10�7

1
36π � 10�9

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
144π2 � 102

p
¼ 120π ¼ 376:9911184 Ω ð12:38Þ

For application purposes, we use the value of 377 Ω for the intrinsic impedance of free space:

η0 ffi 377 Ω ð12:39Þ

The equation for Hy
+ can now be written from Eq. (12.37) as

Hþ
y zð Þ ¼ 1

η
Eþ
x zð Þ A

m

	 

ð12:40Þ

Note that H and E propagate in the same direction and are orthogonal to each other and to the direction of propagation.

This property makes E and H transverse electromagnetic (TEM) waves. The relation between the electric and magnetic

fields in space is shown in Figure 12.6. This is a very special relation: for an electric field in the positive x direction, the

magnetic field must be in the positive y direction (for the wave to propagate in the positive z direction), as the above results
indicate. This aspect of the propagation will be defined later in this chapter in terms of the vector product between the electric

and magnetic field intensities.
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The above discussion was restricted to a single component of the electric and magnetic field intensities. However, the

same can be done with any other component of the electric or magnetic field and any other direction of propagation. The only

real restriction on the above properties was the use of the lossless wave equation. This will be relaxed later in this chapter

when we discuss propagation of waves in materials.

The properties defined above are important properties of electromagnetic waves. We defined them for time-harmonic

uniform plane waves, and, therefore, they are only meaningful for time-harmonic fields. Wavelength and wave number can

only properly be defined for time-harmonic fields. On the other hand, phase velocity and intrinsic impedance can be defined

in terms of material properties alone and therefore do not depend on the time-harmonic form of the equations.

Example 12.7 An AM radio station transmits at 1 MHz. At some distance from the antenna, the amplitude of the

electric field intensity is 10 V/m. The wave propagates from the station outward uniformly in all directions and the

electric field intensity is everywhere perpendicular to the direction of propagation. Assume air has the properties of

free space:

(a) Find the magnetic field intensity of the wave.

(b) Write the electric and magnetic field intensities in the time domain.

(c) During very heavy rain, the effective relative permittivity of air changes from εr ¼ 1.0 to εr ¼ 1.5. Calculate the

change in phase velocity, intrinsic impedance, and the magnetic field intensity, assuming the amplitude of the

electric field intensity remains the same.

Solution: Because the transmission is uniform, propagation is on a spherical surface. At large distances from the source, the

spherical surface may be viewed as a plane and, therefore, the transmission may be approximated as a plane wave.

(a) Assuming that the vertical direction coincides with the z direction, we may write the electric field intensity as z directed

and propagating in the x (or, if we wish, in the y) direction, parallel to the surface of the Earth. The magnetic field intensity is

then found such that propagation is, indeed, in this direction and away from the station. (b) Changes in permittivity affect the

intrinsic impedance and therefore the ratio between the electric and magnetic field intensities.

(a) The electric field intensity only varies with x and the wave only propagates outward. Therefore, the electric field

intensity has the form

E xð Þ ¼ ẑE0e
�jk0x

V

m

	 


where k0 is the wave number in free space. To find the magnetic field intensity, we use Faraday’s law in Cartesian

coordinates:

x̂
∂Ez

∂y
� ∂Ey

∂z

0
@

1
Aþ ŷ

∂Ex

∂z
� ∂Ez

∂x

0
@

1
Aþ ẑ

∂Ey

∂x
� ∂Ex

∂y

0
@

1
A ¼ �jωμ0 x̂Hx þ ŷHy þ ẑHz

� �

x

y

z

E

H

Figure 12.6 The relation between the electric and magnetic field intensities in a plane wave
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Since E only has a z component and it may only vary with x, only the term ∂Ez/∂x exists on the left-hand side. On the

right-hand side therefore, only the y component may exist. This gives

ŷ
∂Ez

∂x
¼ ŷ jωμ0Hy

The derivative of Ez with respect to x is

∂Ez

∂x
¼ ∂

∂x
E0e

�jk0x
� � ¼ �jk0E0e

�jk0x

where we assumed the amplitude is independent of x (plane wave). The magnetic field intensity is

Hy ¼ 1

jωμ0

∂Ez

∂x
¼ � k0

ωμ0
E0e

�jk0x
A

m

	 


In vector form,

H xð Þ ¼ �ŷ
k0
ωμ0

E0e
�jk0x ¼ �ŷ

E0

η0
e�jk0x

A

m

	 

:

With the given data:

k0 ¼ ω
ffiffiffiffiffiffiffiffiffi
μ0ε0

p ¼ 2πf

c
¼ 2� π � 106

3� 108
¼ 0:021

rad

m

	 


and

H xð Þ ¼ �ŷ
10

377
e�j 0:021x ¼ �ŷ 0:0265 e�j 0:021x A

m

	 


(b) Since we have no other information, we must assume that the initial phase angle is zero. Also, the amplitude of the

electric field intensity is known and is a real value. The electric and magnetic field intensities in the time domain are

E x; tð Þ ¼ ẑ Re E0e
�jk0xejωt

� � ¼ ẑE0cos ωt� k0xð Þ ¼ ẑ 10cos 2π � 106t� k0x
� � V

m

	 


H x; tð Þ ¼ ŷRe
�k0
ωμ0

E0e
�jk0xejωt

	 

¼ �ŷ

k0
ωμ0

E0cos ωt� k0xð Þ ¼ �ŷ
E0

η0
cos ωt� k0xð Þ A

m

	 


With η0 ¼ 377 Ω, we get

H x; tð Þ ¼ �ŷ 0:0265cos 2π � 106t� 0:021x
� � A

m

	 

:

(c) The phase velocity and intrinsic impedance in air (free space) are vp ¼ 3 � 108 m/s and η0 ¼ 377 Ω. The phase

velocity in heavy rain is reduced by a factor of
ffiffiffiffi
εr

p ¼ ffiffiffiffiffiffiffi
1:5

p ¼ 1:2247. Thus, in heavy rain the phase velocity is

vp ¼ 2.4495 � 108 m/s. The intrinsic impedance is given in Eq. (12.37):

η ¼
ffiffiffi
μ

ε

r
¼

ffiffiffiffiffi
μr
εr

r ffiffiffiffiffi
μ0
ε0

r
¼ η0

ffiffiffiffiffi
μr
εr

r
¼ 377ffiffiffiffiffiffiffi

1:5
p ¼ 307:8 Ω½ �

Note also, that k increases by the same factor. Thus, the electric and magnetic field intensities become

E x; tð Þ ¼ ẑ 10cos 2π � 106t� 0:021
ffiffiffiffiffiffiffi
1:5

p
x

� � V

m
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H x; tð Þ ¼ �ŷ 0:0325cos 2π � 106t� 0:021
ffiffiffiffiffiffiffi
1:5

p
x

� � A

m

	 


The wave number (as well as the wavelength) has changed. The wave number increases, whereas the wavelength

decreases. Because the amplitude of the electric field intensity remains the same, the amplitude of the magnetic field

intensity has increased by a factor of
ffiffiffiffiffiffiffi
1:5

p
.

Note:We arbitrarily assigned x as the direction of propagation. Similar results can be obtained by rotating the system of

coordinates so that the direction of propagation coincides with any other axis.

Example 12.8 A radar installation transmits a wave whose magnetic field intensity is

H ¼ x̂H0cos ωt� k0zð Þ A

m

	 


where H0 ¼ 25 A/m and f ¼ 30 GHz. Propagation is in free space and z is the vertical direction. Assume plane waves

and lossless propagation. Calculate:

(a) The wave number for the wave.

(b) The electric field intensity of the wave in phasor form.

Solution: The free-space wave number is calculated from the intrinsic impedance of free space which is known. With the

intrinsic impedance, we can calculate the magnetic field intensity, using Faraday’s law in Cartesian coordinates:

(a) From Eq. (12.37), we write

η0 ¼
ωμ0
k0

! k0 ¼ ωμ0
η0

¼ 2� π � 3� 1010 � 4� π � 10�7

377
¼ 628:3

rad

m

	 


(b) The magnitude of the electric field intensity can be written directly from Eq. (12.40):

Ej j ¼ η0 Hj j ¼ 377� 25 ¼ 9425
V

m

	 


However, to find the direction of the electric field intensity, we must use Ampere’s law in lossless media and in the

frequency domain, written here in component form:

x̂
∂Hz

∂y
� ∂Hy

∂z

0
@

1
Aþ ŷ

∂Hx

∂z
� ∂Hz

∂x

0
@

1
Aþ ẑ

∂Hy

∂x
� ∂Hx

∂y

0
@

1
A ¼ jωε0 x̂Ex þ ŷEy þ ẑEz

� �

Because H has only a component in the x direction and only varies with z, only the derivative ∂Hx/∂z is nonzero on

the left-hand side. This term is in the y direction; therefore, the right-hand side can only have a y-directed component:

ŷ
∂Hx

∂z
¼ ŷ jωε0Ey

To calculate the derivative of H with respect to z, we write H in phasor form:

H ¼ x̂H0e
�jk0z A=m½ �

The electric field intensity is therefore

E ¼ ŷ
1

jωε0

∂Hx

∂z
¼ ŷ

�jk0
jωε0

H0e
�jk0z ¼ �ŷ

k0
ωε0

H0e
�jk0z ¼ �ŷ

628:3

2� π � 3� 1010 � 8:854� 10�12
� 25e�j628:3z

¼ �ŷ 9425e�j628:3z V

m

	 


614 12 Electromagnetic Waves and Propagation



The electric field intensity is in the negative y direction. Note that this relation also implies the following:

η0 ¼
k0
ωε0

¼ ωμ0
k0

Ω½ �

That this must be correct can be shown by direct multiplication (see Exercise 12.5)

Exercise 12.5 Show that the following two forms of the intrinsic impedance are identical:

η ¼ ωμ

k
and η ¼ k

ωε
Ω½ �

Now that we know how to write the electric field intensity from the magnetic field intensity and vice versa, it is well to

return to the beginning of the section and discuss the idea of a plane wave and its generation a bit more. Suppose that we built

an infinite sheet of current with a total line current density of Js [A/m]. Figure 12.7 shows how this might be accomplished,

at least in principle, by the use of a stack of infinite wires. If the current is an AC current, then a wave is generated which

propagates away from the sheet of current. The magnetic field intensity and the electric field intensities are shown in the

figure (the latter is calculated from Ampere’s law, as in Example 12.8). From Ampere’s law, the magnetic field intensity

(and therefore the electric field intensity) is constant on any plane parallel to the sheet, and since the sheet is perpendicular to

the direction of propagation (negative or positive z directions), this constitutes a true plane wave. Of course, because we

cannot physically build the current sheet, we cannot obtain a true plane wave in any physical application.

12.4 The Electromagnetic Spectrum

The previous section alluded to the fact that a low-frequency wave has a long wavelength and a high-frequency wave has a

short wavelength, based on Eq. (12.30). This fact is quite important in applications of electromagnetic waves. By analogy,

we know that low-frequency sound waves propagate to larger distances. Whales use these very low frequencies to

communicate. Similarly, a foghorn on a ship produces low-frequency notes. Dolphins, on the other hand, use high-

frequency sounds to locate objects in water, as do bats in air. Thus, different portions of the spectrum of sound are used

and are useful for different applications. The same applies to the electromagnetic spectrum. You may know, for example,

that TV transmission is in the range between 54 MHz and 800 MHz or that most satellite communication occurs between

1,000 MHz (1 GHz) and 30,000 MHz (30 GHz). Similarly your friendly police radar speed detector operates at 10 GHz and

30 GHz. Although we cannot explain at this stage why the various application use (or perhaps require) various frequencies, it

must be that some frequency ranges are more appropriate or better suited for some applications.

The electromagnetic spectrum is divided into bands, based either on frequencies or the equivalent wavelength in free

space. These bands are, to a large extent, arbitrary and are designated for identification purposes. A graphical representation

of the electromagnetic spectrum is shown in Figure 12.8. The following should be noted:

z

y

−z

y

z
x

E=−xη0Js

2
e−jkz

E=−xη0Js

2
ejkz

H=−yJs

2
e−jkz

H=yJs

2
ejkz

J=xJs

Figure 12.7 Generation of

a true uniform plane wave

by an infinite current sheet.

The plane wave propagates

away from the sheet
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(1) The spectrum of electromagnetic waves is between zero and1. Although we may not be able to use waves above certain

frequencies, they do exist.

(2) Infrared, visible light, ultraviolet rays, X-rays, γ-rays, cosmic rays, etc., are electromagnetic waves.

(3) The narrower bands below the infrared band are arbitrarily divided by wavelength and designated names. Each band is

one decade in wavelength.

Most of our work will have to do with the spectrum below the infrared region since much of the work in light is treated in

optics. However, the relations we develop (Snell’s law, reflection, transmission, and refraction of waves) apply equally well

to higher frequencies. In fact, we will see that some of the relations in optics are simplifications of the electromagnetic

relations obtained at lower frequencies.

The electromagnetic spectrum in Figure 12.8 shows, in addition to frequency ranges, some of the general applications

relevant to that range. As mentioned, these bands are arbitrary and the applications do not follow any particular range. For

example, RADAR (Radio Detection And Ranging), as used for aircraft detection, guidance, and weather, operates in the SHF

and EHF domains. Radar can also be used to detect objects buried underground. Typical frequencies for this application of radar

can be as low as 100 MHz, in the VHF band. Similarly, communication with submarines can be done at frequencies below

100 Hz in the SLF band. Sometimes, the frequency used is allocated by convention. In other cases, the frequency or range of

frequencies applicable is dictated by the application. For example, one of the frequency ranges allowed for amateur radio (ham

radio) is 3.5 to 4 MHz. This is by convention. Other frequency bands may be used as well (and some are), but these have been

decided upon so that one group of users does not interfere with another. After all, wemay not wish tomix, say,military use of the

FM band with civilian FM stations or citizens band radio with air traffic control. Other frequencies such as those for radar or

communication with submarines are dictated by the application. In radar equipment, the higher the frequency, the higher the

resolution. In communication with satellites, the size of the antennas is dictated by frequency (the higher the frequency, the

smaller the antenna). It is therefore of some advantage to use higher frequencies. In communication with submarines, the main

effect is that of penetration of waves in water. Low frequencies penetrate well, whereas high frequencies do not. Similarly,

microwave ovens operate mostly at 2,450 MHz because at that frequency water absorbs electromagnetic energy and can be

heated (microwave ovens heat water; any material that has no water in it, or is not lossy, will not be affected).

The spectrum may be further subdivided for specific purposes. For example, the VHF band may be divided by frequency

allocations as shown. Again, this is by convention. Similarly, the microwave region is often divided in bands, each

designated with a letter as shown in Figure 12.8. In this definition, microwave ovens operate in the E band and police

radar detectors operate in the I (previously known as the X band; microwave bands shown in square brackets are old

designations shown here for comparison) or K band. With this designation, you can at least get the satisfaction of knowing in

which band the radar detector works if you get caught speeding.

3
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Figure 12.8 The electromagnetic spectrum
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12.5 The Poynting Theorem and Electromagnetic Power

One of the most important characteristics of waves is their ability to transport energy and the power associated with the

process. Without this ability, many of the most important applications of electromagnetics could not be realized. To examine

power and energy relations in the electromagnetic wave, it is convenient to look first at the general time-dependent

expression for the rate of energy transfer that includes time rate of change in stored magnetic and stored electric energy

and dissipated power. As always, the starting point must be with Maxwell’s equations.

Before formalizing the expressions for energy transfer, first consider Ampere’s law [Eq. (11.25)]:

∇�H ¼ Jþ ∂D
∂t

A

m2

	 

ð12:41Þ

where J includes all possible current densities as follows:

J ¼ J0 þ Je ¼ J0 þ σE A=m2
� � ð12:42Þ

where J0 indicates source current densities and Je indicates induced current densities in conducting media. Now, suppose we

take the scalar product of Eq. (12.41) with the electric field intensity E:

E� ∇�Hð Þ ¼ E�Jþ E� ∂D
∂t

ð12:43Þ

In Chapter 7 [Eq. (7.24)], we defined Joule’s law as

dP

dv
¼ E�J W

m3

	 

ð12:44Þ

Thus, the first term on the right-hand side in Eq. (12.43) is the volume power density due to current densities. Although

we have not yet discussed the meaning of the second term, it is also a volume power density. Both terms on the right-hand

side of Eq. (12.43) depend only on the electric field intensity E. Therefore, these are electric power density terms. We could

now integrate Eq. (12.43) over a volume to calculate total electric power in the volume. However, a more useful relation is

obtained by proceeding with the following vector identity [Eq. (2.141)]:

∇� E�Hð Þ ¼ H� ∇� Eð Þ � E� ∇�Hð Þ ð12:45Þ
The second term on the right-hand side is Eq. (12.43) and, therefore, all three terms in Eq. (12.45) represent power

densities. The first term on the right-hand side results from taking the scalar product of Faraday’s law [Eq. (11.24)] and the

magnetic field intensity H:

H� ∇� Eð Þ ¼ �H� ∂B
∂t

� �
ð12:46Þ

According to Eq. (12.45), each term in this relation also represents a volume power density, but, now, these are magnetic

power densities rather than electric power densities. Using the vector identity in Eq. (12.45) and the two relations in

Eqs. (12.43) and (12.46), we get

∇� E�Hð Þ ¼ �H� ∂B
∂t

� E� Jþ ∂D
∂t

� �
¼ �H� ∂B

∂t
� E� ∂D

∂t
� E�J W

m3

	 

ð12:47Þ

Assuming that we consider the power relations in a volume v, bounded by an area s, the total power in the volume is

obtained by integrating over the volume:ð
v

∇� E�Hð Þdv ¼ �
ð
v

H� ∂B
∂t

þ E� ∂D
∂t

� �
dv�

ð
v

E�Jdv W½ � ð12:48Þ

The left-hand side is transformed from a volume integral to a surface integral using the divergence theorem. We also use

the following identities:
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E� ∂D
∂t

¼ ∂
∂t

E�D
2

� �
, H� ∂B

∂t
¼ ∂

∂t
H�B
2

� �
ð12:49Þ

With these, Eq. (12.48) becomesþ
s

E�Hð Þ�ds ¼ � ∂
∂t

ð
v

H�B
2

þ E�D
2

� �
dv�

ð
v

E� Jdv W½ � ð12:50Þ

or, performing the scalar products

H�B ¼ μH�H ¼ μH2, E�D ¼ εE�E ¼ εE2 ð12:51Þ
we get

þ
s

E�Hð Þ�ds ¼ �∂
∂t

ð
v

μH2

2
þ εE2

2

� �
dv�

ð
v

E� Jdv W½ � ð12:52Þ

The left-hand side of Eq. (12.52) represents the total outward flow of power through the area s bounding the volume

v or, alternately, the energy per unit time crossing the surface s. If this flow is inwards, it is a negative flow; if outward,

it is positive (because ds is always positive pointing out of the volume). The expression E � H has units of [V/m] �
[A/m] ¼ W/m2] and is therefore a surface power density. This power density is called the Poynting2 vector P:

P ¼ E�H
W

m2

	 

ð12:53Þ

The advantage of this expression is that it also indicates the direction of the power flow, information that is important

for wave propagation calculations. Thus, power flows in the direction perpendicular to both E and H, according to the

right-hand rule we used for the vector product (see Section 1.3.2). This will often be used to define or identify the direction

of propagation of a wave. If the electric field intensity E is known, the magnetic field intensity H can always be calculated

from the appropriate Maxwell’s equation. Then, the direction of propagation of the wave can be found from the vector

product of the two.

The first term on the right-hand side of Eq. (12.52) represents the time rate of decrease in the potential or stored energy in

the system. It has two components: One is the time rate of change of the stored electric energy and the other is time rate of

change of the stored magnetic energy.

The second term is due to any sources that may exist in the volume. There are two possibilities that must be considered

here. One is that the current density is a source current density such as produced by a battery or a generator inside volume v.

The second is a current density provided by external sources (outside the volume v). To understand this, suppose a battery is

connected to a resistor as shown in Figure 12.9. Note that the current densities in the resistor and in the battery are in the

same direction as you would expect from a closed circuit. However, the internal electric field intensity in the battery is

opposite the electric field intensity in the resistor. This, again, was discussed in Chapter 7 and it clearly indicates the

difference between a source and a dissipative or load term. When we introduce the term E � J in the Poynting theorem, the

term will be negative if we introduce the load and positive if we introduce the source. Thus, we distinguish between two

situations:

(1) No Sources in the Volume v: In this case, all sources are external to the volume, but there may be induced current

densities inside the volume. All power in the volume must come from outside sources, whereas in any conducting

material, the term J can be written as J ¼ σE. Because all power comes from outside the volume, this case is also called

the receiver case. The Poynting theorem now reads

2 John Henry Poynting (1852–1914) published in 1884 what are now known as the Poynting theorem and the Poynting vector in a paper titled “On

the transfer of energy in the electromagnetic field.” Poynting also performed extensive experiments aimed to determine the gravitational constant

and wrote on radiation and radiation pressure. Although the Poynting vector is a pointing vector, remember that pointing is not the same as

Poynting.
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þ
s

E�Hð Þ�ds ¼ �∂
∂t

ð
v

μH2

2
þ εE2

2

� �
dv� σ

ð
v

E2dv W½ � ð12:54Þ

Note that both terms on the right-hand side are negative. Thus, the Poynting vector P ¼ E � H must be negative.

This means that power flows into the volume v. For the term (E � H) � ds to be negative, the term E � H must be

opposite ds, or into the volume. This situation is shown in Figure 12.10a. The receiver shown receives energy from

outside its volume. This energy is partly dissipated (in resistive elements) and partly stored in the form of electric and

magnetic energy (in inductors and capacitors). Another example is shown in Figure 12.10b, which shows food cooking

in a microwave oven. The terms of Eq. (12.54) now are the rate of decrease in stored electric and magnetic energies in

the volume occupied by the food. The third term is that part of the energy flowing into the volume that is converted to

heat and does the cooking. Note that the stored energy cannot cook the food: if there are no losses in the food, there will

be no energy dissipated and no cooking can take place.

(2) Sources in the Volume v: The situation discussed here is shown in Figure 12.11. A source is located in the volume, but

there are no losses in the same volume. Since the electric field intensity E and current density J are in opposite directions

in the source (see Figure 12.9), the product E � J is negative. Thus, Eq. (12.52) now becomes

þ
s

E�Hð Þ�ds ¼ �∂
∂t

ð
v

μH2

2
þ εE2

2

� �
dvþ

ð
v

EJdv W½ � ð12:55Þ

As expected, the flow of power is out of the volume (away from the source); therefore, the term (E � H) � ds is
positive. This is also called the transmitter case. Two examples are shown in Figure 12.11. The first shows a

transmitting antenna such as from a mobile telephone. Power is transmitted out. The second shows the microwave

oven again, but the volume v now encloses the magnetron (microwave source tube). The power required for cooking is

generated in this volume but must be transferred out to do the cooking. No dissipation should occur in the magnetron

(otherwise it will itself be “cooked”). In practice, there is quite a bit of power dissipated in the magnetron, and because of

this, it must be cooled.

I

transmitter receiver

V

+

−

E

I

+
− E σ

Figure 12.9 Use of a source and load to distinguish between transmitted and received power
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radio
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Figure 12.10 (a) The

receiver case: power enters

the volume from outside. (b)

Example of a receiver case:

power enters the food from

outside its volume
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Of course, both energy sources and dissipative terms may exist in the same volume. In this case, the dissipative term

in Eq. (12.54) and the source term in Eq. (12.55) are present in the equation as two distinct terms. From a practical point

of view, dissipative terms may represent losses in generators such as the energy dissipated in the magnetron of the

microwave oven. However, for our purposes, it is best to keep the two terms separate.

We chose to work with the Poynting vector using the time-dependent Maxwell’s equations. If the electric and

magnetic fields do not depend on time, we set the time derivative to zero, in which case only a dissipative term or a

source term may exist. There cannot be a rate of change in stored electric or magnetic energy, as we have seen in

Chapter 7. On the other hand, the direction of the Poynting vector is still valid: it indicates the direction of flow of power

(from the source or into a dissipative volume) as we shall see in Example 12.10. Also, for electrostatic or magnetostatic

applications, there is no dissipation and the Poynting vector shows zero for the very simple reason that the electrostatic

field is not accompanied by a magnetic field and the magnetostatic field is not accompanied by an electric field. Thus, the

Poynting theorem describes all power relations in a system whether they are electrostatic, magnetostatic, or time

dependent. Because the vector product between the electric field intensity and the magnetic field intensity is taken, these

two quantities must be related (i.e., they must be generated by the same sources); otherwise the results obtained will have

no meaning.

The expressions in Eqs. (12.52) through (12.55) are instantaneous quantities. For practical purposes, a time-averaged

quantity is sometimes more useful. For a periodic time variation of fields, this can be obtained by averaging over a time T
(usually a cycle of the field), giving the time-averaged Poynting vector:

Pav ¼ 1

T

ð T

0

P tð Þdt W

m2

	 

ð12:56Þ

The time-averaged Poynting vector is a time-averaged power density. To calculate the total power, either instantaneous

or time averaged, the Poynting vector must be integrated over the surface through which the power crosses. This usually

means a closed surface enclosing a volume, but not always. The instantaneous power is given as:

P tð Þ ¼
þ
s

P tð Þ� ds ¼ þ
s

E tð Þ �H tð Þð Þ� ds W½ � ð12:57Þ

whereas the time-averaged power through a closed surface s is

Pav ¼
þ
s

Pav � ds W½ � ð12:58Þ

There are many cases in which the surface s is an open surface. For example, power may be entering or leaving a volume

through a “window.” This simply means that the power density outside the window is zero and, therefore, the closed

surface integration reduces to integration over the window. Because the Poynting theorem in Eq. (12.52) is defined over

a closed surface (since it requires the power stored and dissipated in a volume, which is enclosed by a surface s), the
relations in Eqs. (12.57) and (12.58) are written as closed surface integrals.

The important properties of the Poynting theorem and the Poynting vector are as follows:

(1) The Poynting theorem gives the power relations of the fields in any volume.

(2) The Poynting vector is the power density on the surface of a volume. The direction of the Poynting vector is the

direction of flow of power.

(3) The Poynting vector gives the direction of propagation of electromagnetic power.

(4) The Poynting theorem gives the net flow of power out of a given volume through its surface.

magnetron

oven
cavity

food

a b

radio
transmitter

Figure 12.11 (a) The

general transmitter case:

power generated in the

volume exits through its

surface. (b) Power generated
in the magnetron is

transmitted out into the

microwave oven cavity
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Example 12.9 Consider a plane wave that generates an electric field intensity E ¼ �ŷE0cos(ωt � kz) [V/m], where

E0 ¼ 1,000 V/m and f ¼ 300 MHz. Propagation is in free space:

(a) What is the direction of propagation of the wave?

(b) Calculate the instantaneous and time-averaged power densities in the wave.

(c) Calculate the total instantaneous and time-averaged power carried by the wave.

(d) Suppose a receiving dish antenna is 1 m in diameter. How much power is received by the receiving antenna if the

surface of the dish is perpendicular to the direction of propagation of the wave?

Solution: From our discussion on plane waves, the direction of propagation must be in the z direction. However, we can
show this from the Poynting vector. For this, we first calculate the magnetic field intensity using Faraday’s law. Power

density, total power, etc., are all calculated from the Poynting vector:

(a) The magnetic field intensity is found from Eq. (12.32) by noting that the electric field intensity has only a y component

and varies only with z:

�x̂
∂Ey

∂z
¼ x̂ jωμHx

Using the phasor form of E

E ¼ �ŷE0e
�jkz V

m

	 


we get

H ¼ x̂
k

ωμ0
E0e

�jkz ¼ x̂
1

η0
E0e

�jkz A

m

	 


or, in the time domain,

H ¼ x̂
1

η0
E0cos ωt� kzð Þ A

m

	 


The Poynting vector is

P ¼ E�H ¼ �ŷE0cos ωt� kzð Þ½ � � x̂
1

η0
E0cos ωt� kzð Þ

	 

¼ ẑ

E2
0

η0
cos2 ωt� kzð Þ W

m2

	 


The direction of flow of power is the z direction. This is also the direction of propagation of the wave.

(b) The instantaneous power density emitted by the antenna is that given in (a):

P z; tð Þ ¼ E z; tð Þ �H z; tð Þ ¼ ẑ
E2
0

η0
cos2 ωt� kzð Þ W

m2

	 


The time-averaged power density is found by integrating the instantaneous power density over one cycle of the wave

(T ¼ 1/f ¼ 2π/ω):

Pav zð Þ ¼ ẑ
1

T

ð T

0

E2
0

η0
cos 2 ωt� kzð Þdt ¼ ẑ

1

T

E2
0

η0

ð T

0

1

2
þ 1

2
cos2 ωt� kzð Þ

2
4

3
5dt

¼ ẑ
1

T

E2
0

η0

ð T

0

dt

2
þ ẑ

1

T

E2
0

η0

ð T

0

1

2
cos2 ωt� kzð Þ

2
4

3
5dt W

m2
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The second integral is zero and the first equals T/2. The time-averaged power density is therefore

Pav zð Þ ¼ ẑ
E2
0

2η0
¼ ẑ

10002

2� 377
¼ ẑ 1326:26

W

m2

	 


(c) The power density is uniform throughout space and does not depend on location(except for phase, which varies in the z

direction). Thus, both the total instantaneous and time-averaged power are infinite. This is true of any plane wave.

(d) The power received by the antenna equals the power density multiplied by the surface of the antenna. Thus, for a dish of

diameter d ¼ 1 m, the instantaneous power received is

P tð Þ ¼ ��P z; tð Þ��S ¼ E2
0πd

2

4η0
cos2 ωt� kzð Þ ¼ 10002 � π � 1

4� 377
cos 2 6π � 108t� kz

� �
¼ 2083:28cos2 6π � 108t� kz

� �
W½ �

The time-averaged power received is

Pav ¼ Pavj jS ¼ E2
0πd

2

8η0
¼ 1326:26� π � 0:5ð Þ2 ¼ 1041:61 W½ �

Example 12.10 A cylindrical conductor of radius a [m] is made of a material with conductivity σ [S/m] and carries a

direct current I [A]. Calculate the power loss for a segment of the conductor L [m] long. The conductor is shown in

Figure 12.12.

Solution: This problem can be solved most easily using the methods of Chapter 7. In particular, the resistance of the

conductor may be calculated directly followed by calculation of losses using Joule’s law. Instead, we will use the Poynting

theorem (using the receiver case) to calculate the losses and in the process gain some insight into the loss process. We use

Eq. (12.54) and evaluate the left-hand side directly. In this case, the time derivatives in Eq. (12.54) are zero. The Poynting

theorem is therefore þ
s

E�Hð Þ�ds ¼ �σ

ð
v

E2dv

We could calculate the right-hand side, which is exactly Joule’s law. Instead, we evaluate the left-hand side. The current

density in the conductor is uniform and equal to J ¼ ẑ I=S, where S ¼ πa2. In the conductor, J ¼ σE and is directed in the z
direction. Therefore

E ¼ ẑ
I

σπa2
V

m

	 


E
H

a b

P

P P

P

ds

E

a r

z

φ

z

I
L

a
Figure 12.12 (a) A

segment of a current-

carrying conductor. (b)

Cross section of the

conductor viewed from the

top of Figure 12.12a. The
electric and magnetic field

intensities and the Poynting

vector are shown
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The magnetic field intensity H at the surface of the conductor may be calculated from Ampere’s law. Taking a contour

around the conductor at r ¼ a and using the right-hand rule, we have (see Example 8.7)þ
C

H�dl ¼ I ! H ¼ ϕ̂
I

2πa

A

m

	 


Note that we chose the contour at r ¼ a so that all the conducting material is enclosed by this contour. The power density

at the surface of the conductor is

P ¼ E�H ¼ ẑ
I

σπa2
� ϕ̂

I

2πa
¼ �r̂

I2

2σπ2a3
W

m2

	 


This is the power density entering the conductor through its outer surface. Note that for a given current, the dissipated

power density is inversely proportional to conductivity.

The most interesting aspect of this calculation is that this power is directed into the conductor, which means that it must be

dissipated in the conductor. The total power is the integral of this power density over the entire surface of the conductor. In

the case of the cylinder of length L, the surface is made of the cylindrical surface and the two bases. Thus, we evaluate the

total power P from Eq. (12.54). In this case, all time derivatives are zero so there is no change in the stored electric or

magnetic energy:

P ¼
þ
s

P �ds ¼ ð
cyl

P �dscyl þ
ð
lb

P � dslb þ
ð
ub

P �dsub
� �

W½ �

where cyl ¼ cylindrical surface, lb ¼ lower base, and ub ¼ upper base. The three surface vectors are

dscyl ¼ r̂ adϕdz, dslb ¼ �ẑ ds, and dsub ¼ ẑ ds. The last two integrals vanish (because dslb and dsub are perpendicular to

r̂ , the scalar products P �dsub and P � dslb are zero), and we can write

P ¼
ð
cyl

P � dscyl ¼ �
ð
cyl

r̂
I2

2σπ2a3

� �
� r̂ adϕdz ¼ �

ðϕ¼2π

ϕ¼0

ðz¼L

z¼0

I2adz

2σπ2a3

	 

dϕ ¼ � I2L

σπa2
W½ �

This power is negative indicating losses. Also, from the calculation of resistance in Chapter 7, we know the resistance of

a conductor of length L is L/σS, where S ¼ πa2. Thus, not surprisingly, this result is the same as that obtained from Joule’s

law with the exception of the negative sign:

P ¼ I2R ¼ I2L

σπa2
W½ �

As expected from Eq. (12.54), this is the negative of the power obtained using the Poynting vector. It demonstrates that

the dissipated power in the conductor (due to resistance) can be obtained through the power penetrating into the conductor by

the electromagnetic fields. By use of the Poynting vector, the power dissipated in the conductor does not enter the conductor

through its connections but through the electric and magnetic fields generated by the power source (i.e., a battery) and

penetrates through the surface of the conductor. Thus, unlike the common view of current flowing through the conductor and

encountering resistance, the use of the Poynting vector indicates that power is propagated by the electric and magnetic fields.

In effect, the conductor is not necessary for the propagation of power but is used to guide the power where it is needed.

Dissipation is a consequence of the conductors not being ideal.

Example 12.11 Time-Averaged Power Density in Sinusoidal Fields Consider an electric field intensity and a

magnetic field intensity generated by a time-harmonic source as E ¼ Epe
jωt [V/m] and H ¼ Hpe

jωt [A/m], where E

and H are phasors. Ep and Hp are complex, given as Ep ¼ Er + jEi [V/m] and Hp ¼ Hr + jHi [A/m]:

(continued)
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Example 12.11 (continued)

(a) Calculate the time-averaged Poynting vector.

(b) Using the properties of complex numbers, show that the time-averaged Poynting vector may be written as

Pav ¼ 1

2
Re E�H�f g W

m2

	 


where * indicates the complex conjugate.

Solution: We first write the time-dependent form of the electric and magnetic field intensities and then use these to

calculate the time-dependent Poynting vector using Eq. (12.53). The time-averaged Poynting vector is then obtained using

Eq. (12.56), where T is the time of one cycle (T ¼ 2π/ω):

(a) The time domain form of the electric field intensity is written from the definition of phasors as

E tð Þ ¼ Re Er þ jEið Þejωtf g ¼ Re Er þ jEið Þ cosωtþ jsinωtð Þf g ¼ Ercosωt� Eisinωt V=m½ �
and similarly for the magnetic field intensity

H tð Þ ¼ Hrcosωt�Hisinωt A=m½ �
Now, the time-dependent Poynting vector may be written as

P tð Þ ¼ E tð Þ �H tð Þ ¼ Ercosωt� Eisinωtð Þ � Hrcosωt�Hisinωtð Þ
¼ Er �Hrcos

2ωtþ Ei �Hi sin
2ωt� Ei �Hrsinωt cosωt� Er �Hi sinωtcosωt W=m2½ �

The time-averaged Poynting vector is calculated from Eq. (12.56):

Pav ¼ 1

T

ðt¼T

0

E tð Þ �H tð Þdt

¼ Er �Hr
ω

2π

ðt¼2π=ω

0

cos2ωt dtþ Ei �Hi
ω

2π

ðt¼2π=ω

0

sin2ωt dt� Ei �Hr þ Er �Hið Þ ω
2π

ðt¼2π=ω

0

sinωt cosωt dt
W

m2

	 


where T ¼ 2π/ω was used. For clarity, we integrate each term separately:

Er �Hr
ω

2π

ðt¼2π=ω

0

cos2ωt dt ¼ Er �Hr
ω

2π

t

2
þ sin2ωt

4ω

2
4

3
5
t¼2π=ω

t¼0

¼ Er �Hr

2

Ei �Hi
ω

2π

ðt¼2π=ω

0

sin2ωt dt ¼ Ei �Hi
ω

2π

t

2
þ sin2ωt

4ω

2
4

3
5
t¼2π=ω

t¼0

¼ Ei �Hi

2

Ei �Hr þ Er �Hið Þ ω
2π

ðt¼2π=ω

0

sinωt cosωt dt ¼ Ei �Hr þ Er �Hið Þ ω
2π

sin2ωt

2ω

2
4

3
5
t¼2π=ω

t¼0

¼ 0

Therefore, the time-averaged Poynting vector is

Pav ¼ Er �Hr þ Ei �Hi

2

W

m2

	 

:
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(b) Starting with the phasor description of the vectors E and H, we write

E�H� ¼ Er þ jEið Þejωt � Hr � jHið Þe�jωt ¼ Er �Hr þ Ei �Hi þ j Ei �Hr � Er �Hið Þ
Comparing this with the result in (a), we can write the time-averaged Poynting vector as

Pav ¼ 1

2
Re E�H�f g W

m2

	 

:

12.6 The Complex Poynting Vector

As pointed out earlier, most electromagnetic relations encountered here, including most applications, are handled in the

frequency domain, assuming sinusoidal excitation. Thus, it often becomes necessary to define the Poynting vector in

the frequency domain. This definition also shows the relation between real and reactive power and is closely related to

time-averaged power.

In Example 12.11, we calculated the time-averaged Poynting vector in a general field under sinusoidal conditions as

Pav ¼ 1

2
Re E�H�f g W

m2

	 

ð12:59Þ

where * indicates the complex conjugate form. Since the fields used to find this relation were completely general phasors, this

relation applies for any sinusoidal fields. Comparing this to Eq. (12.53), we are led to define a complex Poynting vector as

Pc ¼ E�H� ¼ E� �H
W

m2

	 

ð12:60Þ

where E and H are phasors. Clearly, the value of the complex Poynting vector is the ease with which the time-averaged

power density and, therefore, time-averaged power are evaluated.

A formal derivation of the complex Poynting vector starts with Maxwell’s first two equations in the frequency domain

[Eqs. (11.68) and (11.69)]:

∇� E ¼ �jωμH ð12:61Þ

∇�H ¼ Jþ jωεE ð12:62Þ
The conjugates of Eqs. (12.61) and (12.62) are

∇� E� ¼ jωμH� ð12:63Þ

∇�H� ¼ J� � jωεE� ð12:64Þ
The current density J* includes source and induced current densities [see Eq. (12.42)]

J� ¼ J�0 þ J�e ¼ J�0 þ σE� ð12:65Þ

First we write the scalar product between H* and Eq. (12.61) as

H� � ∇� Eð Þ ¼ �jωμH�H� ð12:66Þ
Next we write the scalar product between E and Eq. (12.64) as

E� ∇�H�ð Þ ¼ J� � jωεE�ð Þ�E ð12:67Þ
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Equations (12.66) and (12.67) may be combined using the following vector identity [see Eq. (2.141)]:

H� � ∇� Eð Þ � E� ∇�H�ð Þ ¼ ∇� E�H�ð Þ ð12:68Þ
Substituting for H* � (∇ � E) from Eq. (12.66) and for E � (∇ � H*) from Eq. (12.67) and rearranging terms gives

∇� E�H�ð Þ ¼ jω εE�E� � μH�H�ð Þ � E�J� ð12:69Þ
The first two terms on the right-hand side represent the electric and magnetic power densities. The third term represents

the input and dissipated power densities.

Using the ideas of the transmitter and receiver cases discussed in the previous section, the term E � J* is replaced by

σE �E* for the receiver case and by � E � J* for the transmitter case, as was done earlier. To write this in terms of power

rather than power density, we integrate Eq. (12.69) over an arbitrary volume v:ð
v

∇� E�H�ð Þdv ¼ jω

ð
v

εE�E� � μH�H�ð Þdv�
ð
v

E� J�0dv�
ð
v

σE�E�dv W½ � ð12:70Þ

Using the divergence theorem on the left-hand side, we get

þ
s

E�H�ð Þ�ds ¼ jω

ð
v

εE�E� � μH�H�ð Þdv�
ð
v

E�J�0dv�
ð
v

σE�E�dv W½ � ð12:71Þ

where J0 indicates a source current density. The left-hand side is the complex power flow through the surface s enclosing

the volume v. The first term on the right-hand side is the reactive power in the volume, the second term on the right-hand side

is the complex source power (either positive or negative depending on the location of the source), and the last term is the

dissipated power in the volume if dissipation occurs (in conducting media).

Equation (12.71) is the complex Poynting theorem. As mentioned at the beginning of this section when using the

complex Poynting vector, it is for the purpose of calculating time-averaged quantities. It is therefore more useful to write this

relation as two terms as follows [using the notation in Eq. (12.59)]:

1

2
Re

þ
s

Pc � ds
� �

¼ �1

2

ð
v

E� J�0dv� 1

2

ð
v

σE�E�dv W½ � ð12:72Þ

1

2
Im

þ
s

Pc �ds
� �

¼ ω

ð
v

εE�E�

2
� μH�H�

2

� �
dv W½ � ð12:73Þ

Equation (12.72) gives the real power balance in the volume. The left-hand side is the net outward flow of power through

the surface enclosing the volume. The first term on the right-hand side is the net source power (in this case, the source is

outside the volume hence the negative sign) and the last term is the dissipated power in the volume. E � J* is positive for the
receiver case and negative for the transmitter case as was discussed in Section 12.5. Therefore, the second term on the right-

hand side of Eq. (12.72) is negative for the receiver case and positive for the transmitter case.

Usually, in the transmitter case, we will assume there are no losses in the volume, whereas in the receiver case, there are

no sources in the volume. If this is so, the corresponding terms are deleted from Eqs. (12.72).

Equation (12.73) is the balance of reactive power. It shows it is the rate of flow of reactive power across the surface. The

right-hand side gives the time-averaged reactive power. From the result in Example 12.11 and Exercise 12.6, we can write

the stored, time-averaged magnetic and electric energy densities as

wm avð Þ ¼ 1

4
μH�H�, we avð Þ ¼ 1

4
εE�E� J

m3

	 

ð12:74Þ

To emphasize the time-averaged power densities, Eq. (12.73) may be written as

1

2
Im

þ
s

Pc �ds
� �

¼ 2ω

ð
v

εE�E�

4
� μH�H�

4

� �
dv W½ � ð12:75Þ
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Example 12.12 Consider again the magnetic and electric fields obtained in Example 12.8, but now these are given

in the frequency domain as

E ¼ �ŷ η0H0e
�jkz V

m

	 

and H ¼ x̂H0e

�jkz A

m

	 


where H0 ¼ 25 A/m and frequency is 30 GHz. Propagation is in free space and z is the vertical direction:

(a) Calculate the time-averaged power density in the wave.

(b) Write the stored electric and magnetic energy densities separately.

Solution: The time-averaged Poynting vector is calculated using Eq. (12.59) and the stored electric and magnetic energy

densities are given in Eq. (12.74):

(a) First, we need to calculate the complex conjugate of H. To do so, we note that H0 is real and the complex conjugate of

e–jkz is e+jkz. Thus,

H� ¼ x̂H0e
jkz A=m½ �

The time-averaged Poynting vector is

Pav ¼ 1

2
Re E�H∗ð Þ ¼ 1

2
Re �ŷ η0H0e

�jkz � x̂H0e
jkz

� � ¼ ẑ
η0H

2
0

2

W

m2

	 


Thus, power is transferred in the positive z direction. The time-averaged power density is

Pav ¼ ẑ
η0H

2
0

2
¼ ẑ

377� 252

2
¼ ẑ 117:81� 103

W

m2

	 

:

(b) The time-averaged stored electric and magnetic energy densities are

wm ¼ 1

4
μ0H�H� ¼ 1

4
μ0 x̂H0e

�jkz
� �� x̂H0e

jkz
� � ¼ μ0H

2
0

4
¼ 4� π � 10�7 � 252

4
¼ 1:963� 10�4 J

m3

	 


we ¼ 1

4
ε0E�E� ¼ ε0

4
�ŷ η0H0e

�jkz
� �� �ŷ η0H0e

jkz
� � ¼ η20ε0H

2
0

4
¼ 8:854� 10�12 � 3772 � 252

4
¼ 1:963� 10�4 J

m3

	 


Note that the stored electric and magnetic energy densities are rather small and are equal in magnitude.

Exercise 12.6 From the results in Example 12.11, show that the time-averaged stored electric and magnetic energy

densities for time-harmonic fields are

wm avð Þ ¼ 1

4
μH�H∗, we avð Þ ¼

1

4
εE�E� J

m3

	 

:

Exercise 12.7 Given a plane electromagnetic wave with electric field intensity

E ¼ x̂E0e
jkz V=m½ �

show that the time-averaged power density at any point in space may be written as

Pav ¼ E2
0

2η

W

m2

	 

:
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12.7 Propagation of Plane Waves in Materials Waves.m

That waves are affected by the material in which they propagate has been shown in Section 12.3.5, where propagation in

lossless dielectrics, including free space, was discussed. The phase velocity, wavelength, wave number, and intrinsic

impedance are material dependent. We also know from day-to-day experience that different materials affect waves

differently. For example, when you pass under a bridge or through a tunnel, your radio ceases to receive. Propagation in

water is vastly different than propagation in free space. If you ever listened to a shortwave radio, you experienced much

better reception during the night than during the day. All these are due to effects of materials or environmental conditions on

waves.

This aspect of propagation of waves is discussed next because it is extremely important both to understanding of

propagation and to applications of electromagnetic waves. Based on the propagation properties of waves, we can choose

the appropriate frequencies, type of wave, power, and other parameters needed for design.

In the process, we define the important parameters of propagating waves which, in addition to those defined in

Section 12.3, describe an electromagnetic wave. These parameters include the propagation, phase, and attenuation

constants, as well as the skin depth and the complex permittivity. These parameters will then be used for the remainder of

the book to describe the behavior of waves in a number of important configurations, including transmission lines,

waveguides, and antennas.

12.7.1 Propagation of Plane Waves in Lossy Dielectrics

A lossy dielectric is a material which, in addition to polarization of charges, conducts free charges to some extent. In simple

terms, it is a poor insulator, whereas a perfect dielectric is a perfect insulator. For our purpose, a lossy dielectric is

characterized by its permittivity and conductivity. Thus, we may assume that in addition to displacement currents, there

are also conduction currents in the dielectric. The assumption that there are no sources in the solution domain is still valid.

The source-free wave equation with losses was written in Eq. (12.16) for the electric field intensity as

∇2E ¼ jωμ σ þ jωεð ÞE ð12:76Þ
Compare this with the lossless equation (σ ¼ 0)

∇2E ¼ jωμ jωεð ÞE ð12:77Þ
Note that the two equations are of exactly the same form if the term σ + jωε in Eq. (12.76) is replaced with a complex

term jωεc; that is,

jωεc ¼ σ þ jωε ð12:78Þ
The term εc can be written as

εc ¼ σ þ jωε

jω
¼ ε� j

σ

ω
¼ ε 1� j

σ

ωε

h i
¼ εþ jε

00 F

m

	 

ð12:79Þ

This is called the complex permittivity and, in general, replaces the permittivity ε in the field equations. The imaginary

part of the complex permittivity is associated with losses. Now, the term lossless dielectric becomes obvious: these are

dielectrics in which σ ¼ 0 and εc is real and equal to ε. The definition of complex permittivity is not merely a

mathematical nicety: it is an accurate model of material behavior. The real and imaginary parts of the complex

permittivity are measurable.
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The ratio between the imaginary and real parts of the complex permittivity is called the loss tangent3 of the material and

is a common measure of how lossy materials are:

tanθloss ¼ σ

ωε
¼ ε

00

ε0 dimensionless½ � ð12:80Þ

Since the loss tangent may be viewed as the ratio between induced and displacement current densities we will use it to

define approximation limits to the complex permittivity. A very low conductivity means that the permittivity is real, whereas

a high conductivity means that the imaginary part of the complex permittivity dominates and the real part may be neglected.

To obtain a solution to the wave equation in lossy media, we will rely on the solution we already obtained for the lossless

equation. Since the two are identical in form if the permittivity in the lossless equation is replaced with the complex

permittivity, we can write the wave equation in lossy dielectrics as

∇2E ¼ jωμ jωεcð ÞE ¼ jωμ jωε 1� j
σ

ωε

h i� �
E ð12:81Þ

or, writing this in the form of the Helmholtz equation in Eq. (12.18),

∇2E�jωμ jωε 1� j
σ

ωε

h i� �
E ¼ 0 ð12:82Þ

Comparing this with the source-free (Helmholtz) equation and denoting

γ ¼ jω
ffiffiffiffiffi
με

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j

σ
ωε

h ir
ð12:83Þ

Equation (12.82) can be written as

∇2E� γ2E ¼ 0 ð12:84Þ

The quantity γ is called the propagation constant and is, in general, a complex number. The propagation constant can also

be written directly from Eq. (12.76) by comparison with Eq. (12.84) as

γ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jωμ

�
σ þ jωε

�q
ð12:85Þ

Equation (12.84) for lossy materials is similar to Eq. (12.18) for lossless materials. We can put them in exactly the same

form if we write

γ ¼ jkc ð12:86Þ
where

kc ¼ ω
ffiffiffiffiffi
με

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j

σ

ωε

h ir
rad

m

	 

ð12:87Þ

The importance of this is that now we can use all the relations obtained for the lossless propagation of waves by replacing

the term jk in Eqs. (12.24) and (12.26) by γ.
The general solution for propagation in a lossy dielectric has the same two wave components as in Eq. (12.24): one

traveling in the positive z direction, the other in the negative z direction

Ex zð Þ ¼ Eþ
0 e

�γz þ E�
0 e

þγz V=m½ � ð12:88Þ

3 A more accurate description of complex permittivity includes also polarization losses which are due to friction between molecules in the

dielectric. These losses add to the real part in Eq. (12.78) and therefore to the loss tangent. Our view here is that polarization losses add to

conductivity, making σ a total effective conductivity. We will use the loss tangent in Sections 12.7.2 and 12.7.3 for the sole purpose of defining

limits of approximation for the complex permittivity.
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Similarly, assuming only an outgoing wave, we have from Eq. (12.26)

Ex zð Þ ¼ Eþ
0 e

�γz V=m½ � ð12:89Þ

Since the propagation constant is a complex number (see Exercise 12.8), it can also be written as

γ ¼ αþ jβ ð12:90Þ

This gives for the general solution

Ex zð Þ ¼ Eþ
0 e

�aze�jβz þ E�
0 e

þazeþjβz V=m½ � ð12:91Þ

Similarly, in the case of forward propagation only

Ex zð Þ ¼ Eþ
0 e

� αþjβð Þz ¼ Eþ
0 e

�aze�jβz V=m½ � ð12:92Þ

The general solution in the time domain may be written as

Ex z; tð Þ ¼ Eþ
0 e

�αzcos ωt� βzð Þ þ E�
0 e

þαzcos ωtþ βzð Þ V=m½ � ð12:93Þ

For a wave propagating in the positive z direction only, this reduces to the first term of Eq. (12.93):

Ex z; tð Þ ¼ Eþ
0 e

�αzcos ωt� βzð Þ V=m½ � ð12:94Þ

In this form, the propagating wave has the same form as Eq. (12.26) where β has replaced k and the exponential term e�αz

multiplies the amplitude. This is therefore a wave, propagating in the positive z direction, with a phase velocity vp and with

an exponentially decaying amplitude. Thus, unlike the lossless case, in which the amplitude remained constant as the wave

propagated, this time the amplitude changes as the wave propagates (Figure 12.13). Much more will be said about this decay

in amplitude in future sections and chapters. Perhaps the most important general comment is that the decay can be quite rapid

and that it depends on conductivity. If σ ¼ 0, α ¼ 0, e�αz ¼ 1, and the amplitude does not decay as the wave propagates.

For now, we simply note that α causes an attenuation of the amplitude of the wave and is called the attenuation constant.

The attenuation constant α is measured in nepers/meter [Np/m]. The neper is a dimensionless constant and defines the fraction

of the attenuation the wave undergoes in 1 m. Attenuation of 1 neper/meter [Np/m] reduces the wave amplitude to 1/e as it
propagates a distance of 1 m. Therefore, it is equivalent to 8.69 dB/m (20 log10 e ¼ 8.69), that is, 1 Np/m ¼ 8.69 dB/m.

The imaginary part, β, only affects the phase of the wave and is called the phase constant. The phase constant for lossless
materials is identical to the wave number k as defined in Eq. (12.31). However, we will use k as notation for wave number

and use the phase constant β for all media, including lossless dielectrics.

A propagating wave in a lossy material is shown schematically in Figure 12.13. As the wave propagates in space, its

amplitude is reduced exponentially. All aspects of propagation presented in the previous section remain the same except for

replacing k by β and including the exponential decay in the amplitude.

The attenuation and phase constants for a general, lossy material are found by separating the real and imaginary parts of γ
in Eq. (12.83). These are (see Exercise 12.8)

α ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε

� �2
r

� 1

" #vuut Np

m

	 

ð12:95Þ

z

λe−αz

amplitude

Figure 12.13 Propagation of a wave in a lossy material showing exponential attenuation

630 12 Electromagnetic Waves and Propagation



β ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε

� �2
r

þ 1

" #vuut rad

m

	 

ð12:96Þ

The other parameters required for description of the wave in general lossy media are the phase velocity, wavelength, and

intrinsic impedance. The phase velocity and wavelength are now

vp ¼ ω

β
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

με

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε

� �2
r

þ 1

" #vuut
m

s

h i
ð12:97Þ

λ ¼ 2π

β
¼ 2π

ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε

� �2
r

þ 1

" #vuut
m½ � ð12:98Þ

Thus, both phase velocity and wavelength are smaller in lossy dielectrics, depending on conductivity. For lossless

materials (σ ¼ 0), Eqs. (12.97) and (12.98) reduce to those for lossless materials given in Eqs. (12.28) and (12.30).

To find the intrinsic impedance, we return to Eqs. (12.35) and (12.36). The magnetic field intensity can be written from

Eq. (12.35) as

∂Eþ
x

∂z
¼ ∂

∂z
Eþ
0 e

�γz
� � ¼ �γEþ

x zð Þ ð12:99Þ

Substituting this in Eq. (12.33) gives

�γEþ
x zð Þ ¼ �jωμHy ð12:100Þ

The intrinsic impedance is now written as

η ¼ Eþ
x zð Þ

Hþ
y zð Þ ¼

jωμ

γ
Ω½ � ð12:101Þ

In the case considered here, the intrinsic impedance becomes

η ¼ jωμ

γ
¼ jωμffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jωμ σ þ jωεð Þp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jωμ

σ þ jωε

s
Ω½ � ð12:102Þ

The intrinsic impedance (also called the wave impedance) is now a complex number. It has both a resistive and a reactive

part. In practical terms, this means that E and H are out of time phase in all but lossless materials and are out of phase in

space for all materials (i.e., for plane waves they are perpendicular to each other).

Some important general observations are appropriate here:

(1) The phase velocity in lossy dielectrics is lower than in perfect dielectrics. This can be seen from Eq. (12.97) since β for

lossy materials is larger than k for perfect dielectrics. Thus, the speed of propagation of electromagnetic waves is lower

in lossy dielectrics (for the same ε and μ). The larger the losses, the lower the speed. For example, phase velocity in

seawater is lower than distilled water because of its higher conductivity (σ ¼ 4) (see also Example 12.13).

(2) The intrinsic impedance (wave impedance) in lossy dielectrics is complex, indicating a phase difference between the

electric and magnetic field intensity in the same way as the phase difference between voltage and current in a circuit

which contains reactive components. The magnitude of the intrinsic impedance is lower in conductive media. The higher

the conductivity (losses), the lower the magnitude of the impedance.

(3) The electric and magnetic field intensity remain perpendicular to each other and to the direction of propagation

regardless of losses. This is a property of the uniform plane waves we assumed.
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(4) Attenuation of the wave in lossy media is exponential. This means that in materials with high conductivity, the

attenuation is rapid. These materials will be called high-loss materials. Low-loss materials are materials with low

conductivity.

Example 12.13 The electric field intensity of a plane electromagnetic wave is given asE zð Þ ¼ x̂ 8cos 106πt
� �

[V/m]

at a point P(x ¼ 0,y ¼ 0,z ¼ 0). The magnetic field intensity is in the positive y direction and the wave propagates in a
material with properties ε ¼ ε0 [F/m], μ ¼ μ0 [H/m], and σ ¼ 1.5 � 10�5 S/m:

(a) Calculate the magnetic field intensity at a distance of 1 km from point P in the direction of propagation.

(b) How much faster does the wave propagate if σ ¼ 0?

Solution: To evaluate the magnetic field intensity at point P, all we need is the intrinsic impedance in Eq. (12.101).

However, to evaluate the wave at a distance z ¼ 1,000 m, we must also evaluate the attenuation and phase constants in

Eqs. (12.95) and (12.96).

(a) The intrinsic impedance of the material is

η ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jωμ0

σ þ jωε0

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j106 � π � 4� π � 10�7

1:5� 10�5 þ j106 � π � 8:854� 10�12

s
¼ 342:69þ j86:5 Ω½ �

The attenuation and propagation constants are

α ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε0

0
@

1
A

2
vuuut � 1

2
64

3
75

vuuuut

¼ 106 � π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� π � 10�7 � 8:854� 10�12

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1:5� 10�5

106 � π � 8:854� 10�12

0
@

1
A

2
vuuut � 1

2
64

3
75

vuuuut ¼ 0:00273
Np

m

	 


β ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε0

0
@

1
A

2
vuuut þ 1

2
64

3
75

vuuuut

¼ 106 � π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� π � 10�7 � 8:854� 10�12

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1:5� 10�5

106 � π � 8:854� 10�12

0
@

1
A

2
vuuut þ 1

2
64

3
75

vuuuut ¼ 0:0108
rad

m

	 


In addition, the amplitude of the magnetic field intensity is

H zð Þ ¼ E zð Þ
η

A

m

	 


These are now combined together to write the magnetic field intensity. We will write it in the time domain.

At point P(0,0,0), the magnetic field intensity is

H z ¼ 0ð Þ ¼ ŷ
8

η
cos 106πt

� � A

m
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At a distance z in the direction of propagation, the magnetic field intensity is

H zð Þ ¼ ŷ
8

η
e�αzcos 106πt� βz

� � A

m

	 


For the values given, this is

H z ¼ 1000ð Þ ¼ ŷ
8

199:1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:777þ j1:5

p e�2:73cos 106πt� 10:8
� �

¼ ŷ 0:0014� j0:0004ð Þe�2:73cos 106πt� 10:8
� � A

m

	 


The attenuation reduces the amplitude of the electric and magnetic fields to e�2.73 ¼ 0.0652 of their amplitude at z ¼ 0

in 1 km (a factor of over 15). This attenuation is rather high, indicating a rather lossy dielectric.

(b) The phase velocity of the wave in free space (lossless) is c ¼ 3 � 108 m/s. In the lossy dielectric, the phase velocity is

given in Eq. (12.97):

vp ¼ ω

β
¼ 106 � π

0:0108
¼ 2:91� 108

m

s

h i

Thus, the wave propagates about 3 % faster in free space than in the lossy dielectric.

Exercise 12.8 Show that Eqs. (12.95) and (12.96) are the real and imaginary parts of the propagation constant given

in Eq. (12.83).

Exercise 12.9 In the situation given in Example 12.12, assume that in addition to the properties given, there is also a

small attenuation of 0.01 Np/m due to charged particles in air:

(a) Calculate the time-averaged power density in air at any location z.
(b) What are the stored magnetic and electric energy densities at the same location?

Answer

(a) Pav ¼ ẑ
η0H

2
0e

�0:02z

2

W

m2

	 

:

(b) wm ¼ μ0H
2
0e

�0:02z

4
, we ¼ ε0η20H

2
0e

�0:02z

4
¼ μ0H

2
0e

�0:02z

4

J

m3

	 

:

12.7.2 Propagation of Plane Waves in Low-Loss Dielectrics

We define low-loss materials as those materials in which the loss tangent is small: σ/ωε 
 1 (or, equivalently, that the

imaginary part of the complex permittivity in Eq. (12.79) is small compared to the real part). This relation also indicates that

a material may be considered to be low loss at a given frequency range, whereas in another frequency range, this assumption

may not hold. For example, conductivity of seawater is 4 S/m and its relative permittivity is 80 (at low frequencies). At

1 GHz σ/ωε ¼ 0.899. At 100 GHz, σ/ωε ¼ 0.00899
 1. At 1 MHz, σ/ωε ¼ 899 � 1. Thus, the classification of materials

changes, depending on frequencies, but at 100 GHz, seawater is clearly low loss and at lower frequencies, it is a high-loss

dielectric. In practice, the permittivity of the material also changes with frequency, changing the range in which a material

may be considered to be a low-loss material.

12.7 Propagation of Plane Waves in Materials 633



All properties of the wave propagating in low-loss dielectrics remain the same as for any lossy material. But the above

condition for low-loss materials simplifies some of these relations, allowing easier application and better understanding of

behavior of waves propagating in these materials. The propagation constant now can be approximated using the binomial

expansion (because σ/ωε < 1) as

γ ¼ jω
ffiffiffiffiffi
με

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jσ

ωε

� �s
� jω

ffiffiffiffiffi
με

p
1� jσ

2ωε
þ 1

8

σ

ωε

� �2

þ j

16

σ

ωε

� �3

� 5

128

σ

ωε

� �4

þ . . .

0
@

1
A ð12:103Þ

Deciding, somewhat arbitrarily, to neglect all but the first three terms in the expansion, the attenuation constant is

approximated by the second (real) term in Eq. (12.103):

α � σ

2

ffiffiffi
μ

ε

r
¼ σ

2
ηn

Np

m

	 

ð12:104Þ

where ηn is the no-loss intrinsic impedance (i.e., the intrinsic impedance of a material with the same μ and ε but in which

σ ¼ 0), and the phase constant is

β � ω
ffiffiffiffiffi
με

p
1þ 1

8

σ

ωε

� �2
� �

rad

m

	 

ð12:105Þ

In very low-loss cases, the second term in Eq. (12.105) may also be neglected and the phase constant may often be

approximated as

β � ω
ffiffiffiffiffi
με

p
rad=m½ � ð12:106Þ

The phase constant and, therefore, phase velocity and wavelength for low-loss dielectrics are essentially unchanged from

those for the lossless dielectric because the second term in Eq. (12.105) is small, but the attenuation constant can be quite

significant. Thus, the phase velocity and wavelength are

vp � 1ffiffiffiffiffi
με

p
1þ 1

8

σ

ωε

� �2
� � m

s

h i
, λ ¼ 2π

β
¼ vp

f
¼ 1

f
ffiffiffiffiffi
με

p
1þ 1

8

σ

ωε

� �2
� � m½ � ð12:107Þ

for general low-loss materials and

vp � 1ffiffiffiffiffi
με

p m

s

h i
, λ � 2π

β
¼ vp

f
m½ � ð12:108Þ

for very low-loss materials. The intrinsic impedance in low-loss dielectrics is still a complex number. Substituting the

value of γ from Eq. (12.103) in Eq. (12.101), and using the expansion again, η can be approximated as

η ¼ jωμ

γ
¼

ffiffiffi
μ

ε

r
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jσ

ωε

� �q �
ffiffiffi
μ

ε

r
1þ jσ

2ωε

� �
¼ ηn 1þ jσ

2ωε

� �
Ω½ � ð12:109Þ

where ηn is the no-loss intrinsic impedance for the same material. The reactive part of the intrinsic impedance is quite small

since σ/ωε 
 1. Thus, for many practical applications, the intrinsic impedance of the lossless material may be used with

little error.

Example 12.14 A satellite in geosynchronous orbit (36,000 km above the equator) is used for communication at

30 GHz. The atmosphere is 15 km thick. Assume free space above the atmosphere and plane wave propagation.

Properties of the atmosphere are ε ¼ 1.05ε0 [F/m], μ ¼ μ0 [F/m], and σ ¼ 10�6 S/m:

(continued)
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Example 12.14 (continued)

(a) Calculate the phase velocity in the atmosphere and in free space.

(b) Calculate the attenuation and phase constants in the atmosphere and in free space.

(c) Calculate the propagation constant in the atmosphere (air). Compare with the propagation constant in free space.

(d) Compare the intrinsic impedance in free space and in the atmosphere.

(e) If the minimum electric field intensity required for reception is 10 mV/m, what must be the minimum amplitude of

the electric field intensity at the transmitter? Assume the satellite does not amplify the signal but only reflects it,

and both transmitter and receiver are on Earth.

Solution: First, we check that the low-loss equations apply. If they do, the low-loss equations are used to calculate the phase

velocity, attenuation, and phase constants. The attenuation constant is used to calculate the field after it propagates twice

through the atmosphere (up and down). Only the atmosphere need be considered because there are no losses in free space:

(a) The low-loss condition is

σ

ωε
¼ 10�6

2� π � 3� 1010 � 8:854� 1:05� 10�12
¼ 5:7� 10�7 
 1

The low-loss approximation applies here. The phase velocity in free space is c ¼ 3 � 108 m/s. In the atmosphere it is

equal to c =
ffiffiffiffiffiffiffiffiffi
1:05

p ¼ 2:928 � 108 m=s. This is only about 2.4 % change in the phase velocity.

(b) The attenuation and phase constants are given in Eqs. (12.104) and (12.106):

α � σ

2

ffiffiffiffiffiffiffiffi
μ0
ε0εr

s
¼ ση0

2
ffiffiffiffi
εr

p ¼ 10�6 � 377

2� ffiffiffiffiffiffiffiffiffi
1:05

p ¼ 1:84� 10�4 Np

m

	 


β � ω
ffiffiffiffiffi
με

p ¼ ω
ffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0εr

p ¼ ω

ffiffiffi
ε

p
c

¼ 2� π � 3� 1010
ffiffiffiffiffiffiffiffiffi
1:05

p

3� 108
¼ 643:83

rad

m

	 


Note: The more accurate expression in Eq. (12.105) may be used but, because the loss is very low, an identical result is

obtained. For most applications, unless σ/ωε is close to 1, Eq. (12.106) should be used rather than Eq. (12.105).

The attenuation constant in free space is zero. The phase constant in free space is

β0 ¼ ω
ffiffiffiffiffiffiffiffiffi
μ0ε0

p ¼ ω

c
¼ 628:32

rad

m

	 

:

(c) The propagation constant in the atmosphere is γ ¼ α + jβ ¼ 1.84 � 10�4 + j643.83, where α and β are those given in

(b). In free space, the propagation constant is γ0 ¼ jβ0 ¼ j628.32.

(d) The intrinsic impedance in free space is 377 Ω. In the atmosphere, it is calculated using Eq. (12.109), where

ηn ¼ η0=
ffiffiffiffiffiffiffiffiffi
1:05

p

η � ηn 1þ jσ

ωε

0
@

1
A ¼ 377ffiffiffiffiffiffiffiffiffi

1:05
p 1þ j10�6

2� 2� π � 3� 1010 � 1:05� 8:854� 10�12

0
@

1
A ¼ 367:9þ j1:05� 10�4 Ω½ �

The intrinsic impedance has a small imaginary part. If we neglect this, the only change in the intrinsic impedance is

due to change in permittivity.

(e) Because only the amplitude is required and this is only attenuated in the atmosphere, we write

E ¼ 10� 10�3 ¼ E0e
�αd ¼ E0e

�1:84�10�4�30000 ¼ 0:004E0 ! E0 ¼ 2:5
V

m
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Note: This is an ideal example: there are losses in free space as well, but these are usually smaller than in the atmosphere.

Because attenuation occurs mostly in the atmosphere, satellite communication requires relatively little power. If space were

entirely lossless (which it is not because of existence of charged particles), communication with satellites would require

about the same power levels as communication on Earth at distances of about 30 km (twice the assumed thickness of the

atmosphere). In reality, the atmosphere is much thicker, but its density and losses diminish with altitude. Also, the

transmission spreads over a relatively large area. Therefore, the required output from satellites is larger than that calculated

here, but satellites with power outputs of between 100 W and 200 W are common.

12.7.3 Propagation of Plane Waves in Conductors

In highly conductive materials, the losses are high and we can assume that σ � ωε or that the imaginary part of the complex

permittivity is not negligible compared to the real part (i.e., conduction currents dominate). Under this condition, the

complex propagation constant can be approximated from Eq. (12.83) as

γ � jω
ffiffiffiffiffi
με

p
ffiffiffiffiffiffiffiffiffiffi
� jσ

ωε

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
jωμεσ

ε

r
¼ 1þ jð Þ

ffiffiffiffiffiffiffiffiffi
ωμσ

2

r
ð12:110Þ

by neglecting 1 compared to jσ/ωε and using
ffiffi
j

p ¼ 1þ jð Þ= ffiffiffi
2

p
. From this, we get

α ¼
ffiffiffiffiffiffiffiffiffi
ωμσ

2

r
¼

ffiffiffiffiffiffiffiffiffiffi
πfμσ

p Np

m

	 

, β ¼

ffiffiffiffiffiffiffiffiffi
ωμσ

2

r
¼

ffiffiffiffiffiffiffiffiffiffi
πfμσ

p rad

m

	 

ð12:111Þ

The attenuation and phase constants are equal in magnitude and are very large. The wave is attenuated rapidly to the point

where propagation in conducting media can only exist within short distances. The propagating wave can now be written as

Ex zð Þ ¼ Eþ
0 e

�z=δe�jz=δ V=m½ � ð12:112Þ

where the term

δ ¼
ffiffiffiffiffiffiffiffiffi
2

ωμσ

s
¼

ffiffiffiffiffiffiffiffiffiffi
1

πfμσ

s
¼ 1

α
m½ � ð12:113Þ

is known as the skin depth or depth of penetration of the wave. It is defined as that distance in which the amplitude of a plane

wave is attenuated to 1/e of its original amplitude. The skin depth in conductors is small. In the microwave range, it can be of

the order of a few microns (depending on material and frequency). Because waves at these high frequencies penetrate very

little in conductors, it is quite common to use the perfect conductor approximation for conducting materials.

The phase velocity in good conductors is [from Eqs. (12.97) and (12.111)]

v ¼ ω

β
¼ ωδ ¼

ffiffiffiffiffiffi
2ω

μσ

s
m

s

h i
ð12:114Þ

and is obviously small compared to the phase velocity in dielectrics or free space, because δ is small.

The wavelength also changes drastically compared to free space or lossless dielectrics. It is very short and given by

λ ¼ 2π

β
¼ 2πδ m½ � ð12:115Þ

The intrinsic impedance is [using Eq. (12.102)]

η � jωμ

γ
¼ jωμ

1þ jð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ωμσ=2

p ¼ 1þ jð Þ
ffiffiffiffiffiffi
ωμ

2σ

r
¼ 1þ jð Þ 1

σδ
¼ 1þ jð Þωμδ

2
Ω½ � ð12:116Þ

where j/(j + 1) ¼ (j + 1)/2 was used. The phase angle of the intrinsic impedance is, therefore, 45�. This is characteristic of
good conductors for which the magnetic field intensity lags behind the electric field intensity by 45�. The intrinsic impedance
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of conductors can be very low and is much lower than the intrinsic impedance of free space. For example, the intrinsic

impedance in copper at 1GHz is (1 + j) � 8.3 � 10�3 Ω compared to 377 Ω in free space.

Example 12.15 Application: Shielded Enclosures As an engineer you are asked to design a shielded room so that

high-frequency waves cannot penetrate into the room. The shield is made of aluminum, in the form of a box. Assume

that waves are plane waves and the lowest frequency at which the shielded room should satisfy the requirements is

1 MHz. The shield must reduce the amplitude of the electric fields inside the box by a factor of 106 compared to the

amplitude outside. The conductivity of aluminum is 3.7 � 107 S/m. Assume that the electric field intensity at the outer

surface of the conductor is the same as immediately below the surface and calculate the thickness required. This is not

true in conductors because of reflection of waves at the surface. This subject will be treated in the next chapter, but for

the purpose of this problem, we will assume no reflection at the surface of the conductor. The calculation here will give

a “worst-case solution” since reflected waves will reduce the field in the conducting layer.

(a) Calculate the minimum thickness of the walls of the shielded room to satisfy the design criterion.

(b) Suppose you ran out of aluminum and needed to build the room with iron walls. If the conductivity of iron is

1 � 107 S/m and its relative permeability is 100, what is the thickness of the wall?

Solution: The amplitude of the electric field intensity is E0 on one side of the conducting sheet and needs to be 10�6E0 on

the other side, as shown in Figure 12.14. The thickness necessary is calculated from the attenuation constant and the

electric field intensities.

(a) The attenuation constant is given in Eq. (12.111):

α ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
πfμ0σ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π � 106 � 4� π � 10�7 � 107

p
¼ 1:21� 104 Np=m½ �

The electric field intensity at the inner and outer surfaces of the conducting sheet is related as

10�6E0 ¼ E0e
�αd

or taking the logarithm on both sides

�6ln10 ¼ �αd ! d ¼ 6ln10

α
¼ 6� ln10

1:21� 104
¼ 0:001142 m½ �

The aluminum box should be 1.142 mm thick.

(b) The conductivity of iron is lower but its permeability is higher. The attenuation constant in iron at the same frequency is

α ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πf 100μ0σ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π � 106 � 400� π � 10�7 � 107

p
¼ 6:28� 104 Np=m½ �

d

shield wall
E0 E0×10−6

σ=3.7 S/m

μ0=4π H/m

×107

×10−7

Figure 12.14 The relation between the electric field intensities at the two surfaces of a conducting shield wall
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and the thickness d is

d ¼ 6 ln10

α
¼ 6� ln10

6:28� 104
¼ 0:00022 m½ �

Iron is a better shielding material because the iron shield is over 5 times thinner, and, even though iron is about 2.5

times heavier than aluminum, the total weight is lower. Higher-permeability materials may be used to obtain an even

more effective shield. On the other hand, high conductivity, nonmagnetic materials like copper and aluminum are

commonly used for shields at high frequencies because they are easier to work with and have other properties that make

them attractive for design. This calculation shows why your radio will not work inside a reinforced concrete garage or,

say, underwater.

Example 12.16 Application: Communication with Submarines The most severe restriction to communication

with submerged submarines is the high loss exhibited by seawater. The following example shows this difficulty.

Suppose we wish to communicate with submarines using a conventional communication system at 1 MHz (in the

AM radio range). Properties of seawater are ε ¼ 81ε0 [F/m], μ ¼ μ0 [H/m], and σ ¼ 4 S/m. Assume that a magnetic

field intensity of 10,000 A/m can be generated at the surface of the ocean and that the receiver in the submarine can

receive magnetic fields as low as 1 μA/m:

(a) Calculate the maximum range for this communication system.

(b) Suppose the frequency is lowered to 100 Hz. What is the range now?

(c) Suppose the antenna on the submarine must be one half wavelength in length. Calculate the required antenna

lengths in (a) and in (b).

Solution: First, we must check if seawater should be treated as a conductor or as a lossy dielectric. Then we need to

calculate the attenuation constant and the range for communication as in Example 12.15. The same applies to the lower

frequency in (b), but we need to check again if seawater can be treated as a conductor at the lower frequency:

(a) To see if seawater is a conductor or not at 1 MHz, we write

σ

ωε
¼ 4

2� π � 106 � 81� 8:854� 10�12
¼ 888 � 1

This is a high-loss medium and the attenuation constant is

α ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
πfμ0σ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π � 106 � 4� π � 10�7 � 4

p
¼ 3:974 Np=m½ �

The maximum range is calculated from the following relation (see Example 12.15):

1� 10�6 ¼ H0e
�αd ¼ 10000e�αd ! 1� 10�10 ¼ e�αd ! d ¼ 10 ln10

3:974
¼ 5:794 m½ �

The range for communication is less than 6 m. This perhaps is not surprising since the skin depth in seawater at

1 MHz is only about 0.25 m.

(b) At 100 Hz, we have

σ

ωε
¼ 4

2� π � 100� 81� 8:854� 10�12
¼ 8:88� 106 � 1

and this is certainly a conductor. The attenuation constant is

α ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
πfμ0σ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π � 100� 4� π � 10�7 � 4

p
¼ 0:03974 Np=m½ �
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Using the formula for distance in (a), we get

d ¼ 10ln10

0:03974
¼ 579:4 m½ �

This is not a very long range but is feasible for communication underwater.

Note: Seawater is unique in that it is a high-loss dielectric. Its permittivity goes down with frequency, but its attenuation

is very high and increases with frequency as this example shows. For this reason, communication in seawater is very

difficult, and if done, it must be done at very low frequencies.

(c) The wavelength is calculated as

λ ¼ 2π

β
¼ 2π

α
m½ �

Thewavelength (underwater) at 100Hz is 158m and at 1MHz it is 1.58m. A half-wavelength antenna at 100Hzmust be

79 m long and at 1 MHz it must be 0.79 m. Note that the wavelength underwater is significantly shorter than in free space.

Low-frequency trailing antennas for submarines are used for communication at very low frequencies (usually below

150 Hz). These antennas may be hundreds of meters long.

Example 12.17 Application: Current Distribution and AC Resistance of Conductors One important conse-

quence of the skin depth is the fact that currents in conductors decay exponentially from the surface inward. Thus, in

AC systems, the current-carrying capacity is reduced since more of the current flows on the surface, whereas the

current density allowable is fixed. This also means that the AC resistance of a conductor is larger than its DC

resistance.

A conductor with a 4 mm diameter carries a total current I ¼ 100 A. The conductor is made of copper with a

conductivity of 5.7 � 107 S/m. Calculate:

(a) DC resistance per meter length and current density in the wire.

(b) AC resistance per meter length and maximum current in the wire. Use a frequency of 60 Hz and assume

exponential decay of the current density from the surface to the center of the wire with maximum current density

allowable being the same as in the DC case.

Solution: The electric field intensity in the conductor decays exponentially from its value on the surface. Since J ¼ σE, the
current density J also decays exponentially. Thus, to calculate the DC and AC resistances, we assume in each case a known

current density at the surface of the conductor. In the DC case, this current density is uniform throughout the conductor’s

cross section. In the AC case, it is largest at the surface. Therefore, for a given current density, the total current in the DC case

is larger and its DC resistance is lower:

(a) The DC resistance of the conductor was calculated in Chapter 7 [Eq. (7.18)] as

Rdc ¼ L

σS
¼ 1

5:7� 107 � π � 0:0022
¼ 0:001396

W

m

	 


The current density in the conductor is the total current divided by its cross-sectional area:

J ¼ I

S
¼ 100

π � 0:0022
¼ 7:958� 106

A

m2

	 

:

(b) To calculate the AC resistance, we assume this current density at the surface. Then, we calculate the current density

everywhere in the conductor and integrate the current density to obtain the total current. The same voltage that produced

the current in (a) must produce the current in (b). Thus, the resistance is calculated from the total current and voltage.

The attenuation constant is

α ¼
ffiffiffiffiffiffiffiffiffiffi
πfμσ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π � 60� 4� π � 10�7 � 5:7� 107

p
¼ 116:2

Np

m
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The skin depth in the conductor is

δ ¼ 1

α
¼ 0:0086 m½ �

The current density in the conductor can now be written as

J rð Þ ¼ J0e
�α a�rð Þ

where J0 is the current density at the surface, a is the radius of the conductor, and r is the distance from the center of the

conductor at which the current density is calculated. The total current in the conductor is now calculated using

Figure 12.15. The current in a ring of radius r and thickness dr is

dIac ¼ 2πrdrJ rð Þ ¼ 2πrJ0e
�α a�rð Þdr

Integrating over the radius of the conductor

Iac ¼ 2πJ0e
�αa

ðr¼a

r¼0

reαrdr ¼ 2πJ0e
�αa e

αr

α2
αr � 1ð Þ

����
a

0

this gives

Iac ¼ 2πJ0e�αa eαa

α2
αa� 1ð Þ þ 1

α2

2
4

3
5

¼ 2� π � 7:958� 106e�116:2�0:002 e116:2�0:002

116:22
116:2� 0:002� 1ð Þ þ 1

116:22

2
4

3
5 ¼ 92:7 A½ �

The voltage that produced the current in (a) is V ¼ IdcRdc. If we connect an AC voltage equal in magnitude to the DC

voltage in (a) to a 1 m length of the conductor, the AC resistance is

Rac ¼ V

Iac
¼ IdcRdc

Iac
¼ 0:00139 � 100

92:7
¼ 0:0015

Ω
m

	 


The AC resistance is about 8 % higher than the DC resistance, causing more losses on the line.

This example shows a very important aspect of power transmission; DC systems are more efficient in transferring

power. For the same allowable current density in a conductor, they transfer more power than AC systems. However,

because of questions of transformation of voltages, AC power is usually used for transmission. When power must be

transmitted over long distances, high-voltage direct current (HVDC) systems are more economical in spite of the need

for converters and inverters on the ends of the power transmission line. High-voltage direct current systems are in use in

many countries, especially for transmission to large cities and industrial centers from remote power stations. Voltages in

excess of 1 million volts are used for this purpose.

a
r

dr dI=(2πrdr)J(r)

J0

.

Figure 12.15 Calculation of AC current in a conductor

640 12 Electromagnetic Waves and Propagation



12.7.4 The Speed of Propagation of Waves and Dispersion

In Section 12.3.5, we defined the phase velocity and wave number of a plane wave propagating in free space. These

definitions were extended to perfect dielectrics, lossy dielectrics, and conductors in Sections 12.7.1 through 12.7.3.

However, there are some difficulties with the definition of phase velocity which we have not addressed and which will

be discussed here. First, the phase velocity, defined as vp ¼ 1=
ffiffiffiffiffi
με

p
[see Eq. (12.29)], cannot be used in general. For

example, we had to modify vp in lossy dielectrics and conductors as shown in Eqs. (12.97) and (12.107), respectively.

Clearly, the definition in Eq. (12.29) is only valid in free space and, by extension, in lossless dielectrics.

Similarly, the wave number k ¼ ω
ffiffiffiffiffi
με

p
in Eq. (12.23) or the phase constant β in Eq. (12.96) is frequency dependent; that

is, for one frequency, the phase changes differently than for another. Thus, if the wave consists of more than a single

frequency (the wave is not monochromatic), there will be a distortion of the wave as it propagates. The definition of phase

velocity as used up to now, of course, only applied to monochromatic waves. Can we still use the idea of a phase velocity for

nonmonochromatic waves? The answer is clearly no, except for propagation in lossless unbounded media. To characterize

the speed of propagation of a nonmonochromatic wave, we will introduce here the idea of group velocity. Finally, in this

regard, we might ask the following question: Are the phase velocity or group velocity also the speed at which energy

propagates? Again, the answer, in general, is no, and we will have to define a new velocity: the velocity of energy transport

to answer this question.

The meaning of phase velocity is usually taken as the speed with which the phase of a wave propagates in space. It was

alluded to in Section 12.3.5 that this is not the speed of any real quantity propagating and therefore can be, and often is,

larger than the speed of light.

Fortunately, there are many cases in which the many velocities of electromagnetic waves (or light) yield the same results

and there is no need to worry about different velocities. In particular, in monochromatic plane waves, propagating in free

space in an unbounded domain, the phase velocity, group velocity, and velocity of energy transport are the same. Similarly,

in lossless dielectrics as well as in very low-loss dielectrics, either the phase velocity is independent of frequency or may be

approximated as frequency independent, simplifying analysis.

In addition to phase velocity, group velocity, and the velocity of energy transport, there are other definitions of wave

velocity in electromagnetics, each with its own assumptions and uses.4

12.7.4.1 Group Velocity
Group velocity is the velocity of a wave packet consisting of a narrow range or band of frequencies. An example akin to this

is a frequency-modulated (FM) wave as used in FM radio transmission. In this type of wave, a carrier wave at an angular

frequency ω0 is modulated by another wave of angular frequency Δω 
 ω0. The angular frequency of the wave will vary

between ω0 – Δω and ω0 + Δω. Clearly, we cannot now talk about the phase velocity of the wave because phase velocity is

only defined for a single frequency.

To define the group velocity of a packet of waves, we will consider here the case of amplitude modulation (AM).

Consider two waves with the same amplitude and propagating in the same direction, but the two waves are at

slightly different frequencies. One wave is at an angular frequency ω1 ¼ ω0 – Δω and the other at ω2 ¼ ω0 + Δω. The
amplitudes of the waves are E and the waves propagate in the z direction in a lossless medium. The phase constants of each

of the waves are written from the definition β ¼ ω
ffiffiffiffiffi
με

p
[rad/m]. Therefore, β1 ¼ β0 – Δβ and β2 ¼ β0 + Δβ. With these, the

waves are

E1 z; tð Þ ¼ Ecos ω1t� β1zð Þ ¼ Ecos
�
ω0 � Δωð Þt� β0 � Δβð Þz� V=m½ � ð12:117Þ

E2 z; tð Þ ¼ Ecos ω2t� β2zð Þ ¼ Ecos
�
ω0 þ Δωð Þt� β0 þ Δβð Þz� V=m½ � ð12:118Þ

4 R. L. Smith, “The Velocities of Light,” American Journal of Physics, Vol. 38, No. 8, Aug. 1970, pp. 978–983.
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The sum of these two waves gives the total wave:

E z; tð Þ ¼ E1 z; tð Þ þ E2 z; tð Þ
¼ Ecos ω0 þ Δωð Þt� β0 þ Δβð Þzð Þ þ Ecos ω0 � Δωð Þt� β0 � Δβð Þzð Þ
¼ Ecos ω0 þ Δωð Þt cos β0 þ Δβð Þzþ Esin ω0 þ Δωð Þt sin β0 þ Δβð Þz

þ Ecos ω0 � Δωð Þt cos β0 � Δβð Þzþ Esin ω0 � Δωð Þt sin β0 � Δβð Þz
¼ 2Ecos Δωt� Δβzð Þ½ � cos ω0t� β0zð Þ V=m½ �

ð12:119Þ

This is a wave with amplitude equal to the sum of the amplitudes of the individual waves and a fundamental or carrier

frequency ω0. The amplitude of the wave varies cosinusoidally with frequency Δω as can be seen in Figure 12.16. The

carrier travels at a velocity vp, which is calculated [see Eq. (12.28)] as follows.

By assuming a constant point on the carrier, the phase velocity of the single frequency carrier is

ω0t� β0z ¼ const: ! d ω0t� β0zð Þ
dt

¼ ω0 � β0
dz

dt
¼ 0 ! vp ¼ dz

dt
¼ ω0

β0

m

s

	 

ð12:120Þ

This much we have seen for a monochromatic plane wave.

The modulation, or the envelope, also travels but at a different velocity. Performing the same operation for the

modulation, we write

Δωt� Δβz ¼ const: ! d Δωt� βzð Þ
dt

¼ Δω� Δβ
dz

dt
¼ 0 ! vg ¼ dz

dt
¼ Δω

Δβ
¼ 1

Δβ=Δω
m

s

	 

ð12:121Þ

In the limit, as Δβ tends to zero, we write

vg ¼ lim
Δβ!0

1

Δβ=Δω
¼ 1

dβ=dω

m

s

	 

ð12:122Þ

This velocity is called the group velocity or the velocity of the wave packet with a narrow frequency width (Δω 
 ω0).

The latter is actually an informative name since the modulation, or the group, is traveling at this velocity, which can be very

different than the phase velocity. The definition given here does not apply to wide-band signals.

12.7.4.2 Velocity of Energy Transport
The velocity of energy transport is based on the fact that when calculating the Poynting vector of a wave, we, in fact,

calculate the rate of change of energy in a given volume. The energy density in the volume is given in [J/m3], whereas the

Poynting vector is given in [W/m2]. The ratio between the Poynting vector and the energy density is the velocity of energy

t

t

t

Ecos(Δωt)
a

b

c

Ecos(ω0t)

vg

vp

ω0

Δω

Figure 12.16 Amplitude

modulation. (a) The

modulating signal. (b) The

high-frequency carrier. (c)

The amplitude-modulated

carrier. Signals shown

at z ¼0
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transport. In a lossless medium, the velocity of energy transport is defined as the ratio between the time-averaged propagated

power density (time-averaged Poynting vector Pav) and the time-averaged stored energy density:

ve ¼ Pav=wav m=s½ � ð12:123Þ
This definition of velocity is convenient because it gives the velocity at which energy is transported and is always lower or

equal to the speed of light in the medium in which the wave propagates. As such, it is in agreement with our idea of all speeds

being limited by the speed of light. In addition, the direction of propagation of energy is also immediately available. This

definition will become handy in cases where the phase velocity becomes larger than the speed of light, a situation often

encountered in the propagation of waves in the presence of conducting bodies (but not inside the conductors). Because the

velocity of energy transport is defined for lossless media, it is always equal to the phase velocity in lossless, unbounded

space. It is, however, different when waves propagate in bounded space, as we shall see in the next chapter.

12.7.4.3 Dispersion
Now that we have the group and phase velocities, it is relatively easy to understand what dispersion means. To see this,

consider again the two waves in Eqs. (12.117) and (12.118), but suppose that each propagates a distance z0, separately, in a
lossy dielectric. The phase velocity of each wave is given in Eq. (12.97) and is different for each wave. The two waves arrive

at their target at different times and with different phase angles. If the two waves carry information, then this information

will arrive distorted. A simple example is transmission of music from a radio station to your radio receiver. Each frequency

in the signal will propagate at different speeds and arrive with different phases. The signal you will hear will have

components which are delayed and shifted in phase. If the phase velocity is frequency dependent, we say that the signal

disperses and, therefore, that the medium through which the wave propagates is dispersive. We call any material in which the

phase velocity depends on frequency a dispersive medium. Fortunately, not all materials are dispersive. We saw that in free

space, the phase constant is linearly dependent on frequency (β ¼ ω
ffiffiffiffiffi
με

p
). Therefore, the phase velocity vp ¼ ω=β ¼ 1=

ffiffiffiffiffi
με

p
is independent of frequency. Free-space and perfect dielectrics are nondispersive media. In nondispersive media, all waves

propagate at the same speed and, therefore, the group velocity and the phase velocity are equal: vg ¼ vp. In other materials,

the permittivity and, sometimes, the permeability are frequency dependent; therefore, these materials are dispersive.

In most materials, the phase velocity decreases as frequency increases. This dispersion is called normal dispersion. In

some other materials, the phase velocity increases with frequency. This is called anomalous dispersion.

A dispersion relation is the relation between β and ω shown in Figure 12.17. Figure 12.17a shows a number of

nondispersive materials. The relation between β and ω is linear. Therefore, when taking the derivative in Eq. (12.122),

the result is a straight line whose slope is the phase velocity in the medium. Figure 12.17b shows a nonlinear dispersion

relation. The group velocity is the tangent to this line at any point on the line, indicating that the group velocity is frequency

dependent. The line asymptotically tangential to the curve is the lossless phase velocity (since, as frequency approaches

infinity, σ/ωε approaches zero and the material becomes lossless).

ω

β

ω

β

vp1=1/ μ1ε1

vp2=1/ μ2ε2

vp3=1/ μ3ε3

vp=1/ με

vg1

vg2

ω1
ω2

β2β1

a b

Figure 12.17 Dispersive and nondispersive media. (a) A nondispersive medium has a linear relation between frequency

and phase constant. (b)A dispersive medium has a nonlinear relation between frequency and phase constant
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Example 12.18 Application: Dispersion in the Atmosphere A TV station operates with a carrier signal of

96 MHz. The video signal, which is modulated on the carrier signal, is 6 MHz in width, making the frequency of

the wave vary between 93 and 99 MHz. The waves generated by the station may be viewed as plane waves at large

distances from the station. Assume the station transmits in a lossy atmosphere with permeability μ0, permittivity

1.05ε0, and conductivity 10�3 S/m:

(a) Calculate the phase and group velocities of the wave.

(b) Show that if we can assume the medium to be a very low-loss material, phase velocity and group velocity are

essentially the same.

Solution: Before doing anything else, we must decide which approximations, if any, may be used for calculations by

evaluating σ/ωε. Based on this, we choose the appropriate formulas for phase velocity, phase constant, etc. The group

velocity is then calculated from the phase constant using Eq. (12.122).

In this case,

σ

ωε
¼ 10�3

2� π � 96� 106 � 1:05� 8:854� 10�12
¼ 0:178 < 1:0

However, it would be inappropriate to assume that this is a very low-loss dielectric and, therefore, we must use

Eq. (12.105) for the phase constant and Eq. (12.107) for phase velocity.

(a) The phase velocity is frequency dependent, as can be seen from Eq. (12.107). Thus, we calculate the minimum (at the

lowest frequency transmitted by the station) and maximum phase velocities (at the highest frequency transmitted):

At 93 MHz:

vpmin � 1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0εrε0

p
1þ 1

8

σ

ωminε

0
@

1
A

20
@

1
A

¼ c

ffiffiffiffi
εr

p
1þ 1

8

σ

ωminε

0
@

1
A

20
@

1
A

¼ 3� 108

ffiffiffiffiffiffiffiffiffi
1:05

p
1þ 1

8

10�3

2� π � 93� 106 � 1:05� 8:854� 10�12

0
@

1
A

20
@

1
A

¼ 2:9154� 108
m

s

	 


At 99 MHz:

vpmax � c

ffiffiffiffi
εr

p
1þ 1

8

σ

ωmaxε

0
@

1
A

20
@

1
A

¼ 3� 108

ffiffiffiffiffiffiffiffiffi
1:05

p
1þ 1

8

10�3

2� π � 99� 106 � 1:05� 8:854� 10�12

0
@

1
A

20
@

1
A

¼ 2:9168� 108
m

s

	 


Although the velocities only differ by about 0.06 %, this can cause distortions, especially if transmission is over long

distances.

To calculate the group velocity, we use Eq. (12.122) with the phase constant given in Eq. (12.105). From this, we

evaluate

∂β
∂ω

¼ ∂
∂ω

ω
ffiffiffiffiffi
με

p
1þ 1

8

σ
ωε

� �2
� �	 


¼ ffiffiffiffiffi
με

p
1� 1

8

σ
ωε

� �2
� �

644 12 Electromagnetic Waves and Propagation



The group velocity is then given from Eq. (12.122) as

vg ¼ 1

∂β=∂ω
¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0εrε0

p
1� 1

8

σ

ωε

0
@

1
A

20
@

1
A

¼ c

ffiffiffiffi
εr

p
1� 1

8

σ

ωε

0
@

1
A

20
@

1
A

¼ 3� 108

ffiffiffiffiffiffiffiffiffi
1:05

p
1� 1

8

10�3

2� π � 96� 106 � 1:05� 8:854� 10�12

0
@

1
A

20
@

1
A

¼ 2:939384� 108
m

s

	 


Note that the group velocity is calculated at the center (carrier) frequency and is different than the phase velocity at that

same frequency which is 2.9161 � 108 m/s. However, the differences are small and for this reason, we usually cannot

see distortions in TV transmissions due to dispersion.

(b) In a very low-loss material, σ/ωε can be neglected and the phase velocity becomes that of the lossless medium. Under

this condition,

vp ¼ vg ¼ 1ffiffiffiffiffiffiffi
μεr

p ¼ cffiffiffiffi
εr

p ¼ 3� 108ffiffiffiffiffiffiffiffiffi
1:05

p ¼ 2:9277� 108
m

s

	 

:

12.8 Polarization of Plane Waves

The electric (or magnetic) field intensity of a uniform plane wave has a direction in space. This direction may either be

constant or may change as the wave propagates. The polarization of a plane wave is

“the figure traced by the tip of the electric field vector as a function of time, at a fixed point in space.”

Polarization is defined for the electric field vector only, since the magnetic field is always obtainable from the electric

field by use of Maxwell’s equations [(Eq. (12.32)] and there is no need to define its polarization separately. The reason why

polarization of plane waves is important is because the propagation properties of the wave are affected by the polarization.

A simple example is the direction of an antenna. If the electric field is, say, horizontally directed in space (polarized in this

direction), then a receiving antenna must also be directed horizontally if the electric field intensity (and therefore the current)

in the antenna is to be maximized. Polarization of plane waves can be intentional or a result of propagation through

materials.

We will treat linear polarization first as the simplest polarization and then extend linear polarization to include the

important cases of circular and elliptical polarization.

The polarization of a plane wave is determined as follows:

(a) Write the electric field intensity in the time domain.

(b) An observation point in space is chosen so that the wave propagates straight toward the observer.

(c) The direction of the electric field intensity E is followed as time changes. The tip of the vector traces some pattern in the

plane perpendicular to the direction of propagation. This trace is the polarization of the wave. If the figure traced by the

tip of the electric field intensity is a straight line, we call this linear polarization. In general, the trace is an ellipse and the

polarization is said to be elliptical polarization. A special case of the elliptical polarization is circular polarization.

(d) In addition, the vector may seem to rotate clockwise or counterclockwise as time changes. If the wave rotates in a

clockwise direction, the wave is said to be left-hand polarized. If the wave rotates in a counterclockwise direction, it is
said to be right-hand polarized. A wave may be, for example, left-hand elliptically polarized (or, in short, left

elliptically polarized) or right-hand elliptically polarized (in short, right elliptically polarized). The sense of rotation

of the wave is determined by the simple use of the right-hand rule: If the fingers of the right-hand curl in the direction of

rotation of the electric field, the thumb must show in the direction of propagation for a right-hand sense and in the

direction opposite the direction of propagation for a left-hand sense.

These definitions and their physical meaning are described next.
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12.8.1 Linear Polarization

The electric field intensity

E ¼ ŷEy zð Þ ¼ ŷEye
�γz V=m½ � ð12:124Þ

of a wave propagating in the z direction and directed in the y direction is linearly polarized in the y direction. The electric

field intensity varies in the y direction (its amplitude may be constant or decaying, but, as it propagates, the phase changes).

This linearly polarized wave is shown in Figure 12.18a as viewed by an observer, placed on the z axis looking onto the xy

plane where the electric field is shown as it changes with time. To see how this occurs, we write the electric field intensity in

Eq. (12.124) in the time domain:

E z; tð Þ ¼ Re ŷEye
�γzejωt


 � ¼ Re ŷEye
�αz�jβzejωt


 � ¼ ŷEye
�αzcos ωt� βzð Þ V=m½ � ð12:125Þ

For any constant value of z, the direction of the vector remains in the y direction as the amplitude changes between a

negative value � Eye
�αz to a positive value Eye

�αz.

The electric field intensity

E z; tð Þ ¼ x̂Exe
�azcos ωt� βzð Þ þ ŷEye

�azcos ωt� βzð Þ V=m½ � ð12:126Þ

has two components: one in the x direction, one in the y direction. Figure 12.18b shows that each component describes a

line on the corresponding axis while its amplitude is attenuated. The resultant wave is in a direction that depends on the

amplitudes Ex and Ey. As an example, if Ex and Ey are equal, the electric field is polarized at 45� to the x axis. In general, the
superposition of two fields, or two components of the same field, each with linear polarization, produces a linearly polarized

wave at an angle tan�1(Ey/Ex), if the two electric fields are in time phase (or tan�1(Ey/Ex), if the two are 180
� out of time phase).

12.8.2 Elliptical and Circular Polarization

Suppose an electromagnetic wave has an electric field intensity with two components in space, say one in the x direction and
one in the y direction. The two components are out of time phase with the y component leading the x component by an angle

φ. The electric field intensity in the time domain is

E z; tð Þ ¼ x̂E1cos ωt� βzð Þ þ ŷE2cos ωt� βzþ φð Þ V=m½ � ð12:127Þ
This is simply the superposition of the two components of the electric field. To define the polarization and sense of

rotation of the wave, we use the above four steps:

Step a: Write the equation in the time domain [Eq. (12.127)].

Step b: Fix a value for z. In most cases, z ¼ 0 is most convenient, for which we have

E z ¼ 0, tð Þ ¼ x̂E1cos ωtð Þ þ ŷE2cos ωtþ φð Þ V=m½ � ð12:128Þ
Now, the values defining the behavior of the equation are the amplitudes E1 and E2 and the phase angle φ. Although these
may have any values in general, we distinguish two important values for E1 and E2, namely, E1 6¼ E2 and E1 ¼ E2, and

two values for φ, φ ¼ �π/2 and φ ¼ +π/2. This defines four distinct cases as follows:
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Figure 12.18 (a) Time

variation of a wave, linearly

polarized in the y direction
traveling in the z direction.
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polarization obtained by

superposition of two linearly

polarized waves which are in
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Case 1: E1 6¼ E2 and φ ¼ –π/2. The electric field intensity now is

E z ¼ 0, tð Þ ¼ x̂E1cos ωtð Þ þ ŷE2cos ωt� π

2

� �
¼ x̂E1cos ωtð Þ þ ŷE2sin ωtð Þ V=m½ � ð12:129Þ

Two relations may be extracted from this equation. If we denote Ex ¼ E1cosωt and Ey ¼ E2sinωt, we can write

cos ωtð Þ ¼ Ex 0; tð Þ
E1

, sin ωtð Þ ¼ Ex 0; tð Þ
E2

ð12:130Þ

and

cos ωtð Þ þ sin 2 ωtð Þ ¼ 1 ! E2
x 0; tð Þ
E2
1

þ E2
y 0; tð Þ
E2
2

¼ 1 ð12:131Þ

Step c: Equation (12.131) is the equation of an ellipse; that is, as time changes, the tip of the electric field intensity E (whose

components are Ex(0,t) and Ey(0,t)) describes an ellipse on the x�y plane. The wave is therefore elliptically polarized, as

shown in Figure 12.19a.

Step d: To find the sense of rotation of the field vector, we use the following simple method. Using the time domain field

expression [Eq. (12.129) in this case], two values of ωt are substituted and the vector E evaluated. From these, it is

possible to determine the rotation. For example, we may choose convenient values ωt ¼ 0 and ωt ¼ π/2. These give

E z ¼ 0,ωt ¼ 0ð Þ ¼ x̂E1, E z ¼ 0,ωt ¼ π=2ð Þ ¼ ŷE2 V=m½ � ð12:132Þ
As ωt changed from 0 to π/2, the electric field vector moved counterclockwise from being in the positive x direction to the

positive y direction (see Figure 12.19b). Using the right-hand rule, the wave is found to be a right elliptically polarized

wave. This method is quite simple but it is important to choose values of ωt that are convenient for calculation and that give
unambiguous answers. If, for example, we found that at the second value of ωt the vector was in the negative x direction, it
would have been impossible to determine if the rotation is clockwise or counterclockwise.

Case 2: E1 6¼ E2 and φ ¼ π/2. Again, we follow the above five steps. The electric field intensity in the time domain (step a)

is given in Eq. (12.128). Setting z ¼ 0 (step b) and φ ¼ +π/2 gives the electric field intensity as

E z ¼ 0, tð Þ ¼ x̂E1cos ωtð Þ þ ŷE2cos ωtþ π

2

� �
¼ x̂E1cos ωtð Þ � ŷE2sin ωtð Þ V=m½ � ð12:133Þ

Equation (12.131) remains the same and, therefore, the wave is still elliptically polarized. To find the sense of rotation, we

again choose two values of ωt; ωt ¼ 0 and ωt ¼ π/2, and substitute in the expression for E in Eq. (12.133). These give

E z ¼ 0,ωt ¼ 0ð Þ ¼ x̂ E1, E z ¼ 0,ωt ¼ π=2ð Þ ¼ �ŷE2 V=m½ � ð12:134Þ
As ωt changes from zero to π/2, the direction of the vector E changes from +x to �y. This can only happen if the rotation of

the vector E is clockwise (see Figure 12.19c). From the right-hand rule, this is then a left elliptically polarized wave.
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Figure 12.19 (a) An elliptically polarized wave. (b) The electric field rotates counterclockwise: the wave is right

elliptically polarized. (c) The electric field rotates clockwise: the wave is left elliptically polarized. In circular polarization,

E1 ¼ E2
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Case 3: E1 ¼ E2 and φ ¼ �π/2. This is clearly similar to case 1 above. If we set E1 ¼ E2 ¼ E0 in Eq. (12.131), we get

E2
x þ E2

y þ E2
0 ð12:135Þ

This is the equation of a circle; therefore, the polarization is circular. Since Eq. (12.129) remains unchanged, except for

the fact that E1 ¼ E2, the wave is right circularly polarized. (see Figure 12.19b but with E1 ¼ E2).

Clearly then, circular polarization is a special case of elliptical polarization.

Case 4: E1 ¼ E2 and φ ¼ +π/2. From the discussion in case 3 and case 2, this is a left circularly polarized wave (see

Figure 12.19c but with E1 ¼ E2).

It is also worth noting the following:

(1) If φ ¼ 0, the wave in Eq. (12.127) becomes

E z; tð Þ ¼ x̂E1cos ωt� βzð Þ þ ŷE2cos ωt� βzð Þ ð12:136Þ
This is identical in form to Eq. (12.126) and the wave is, therefore, a linearly polarized wave with polarization at an

angle tan�1(E2/E1) with respect to the x component.

(2) If φ ¼ 180�, the wave in Eq. (12.127) is

E z; tð Þ ¼ x̂E1cos ωt� βzð Þ þ ŷE2cos ωt� βzþ πð Þ ¼ x̂E1cos ωt� βzð Þ � ŷE2cos ωt� βzð Þ V=m½ � ð12:137Þ
This is again a linearly polarized wave at an angle tan�1(�E2/E1) with respect to the x component.

(3) From (2) and (1), it is clear that linear polarization is also a special case of the general elliptical polarization.

(4) From Eqs. (12.127) and (12.131), we can also conclude that an elliptically polarized wave can always be written as the

superposition of two linearly polarized waves. Two superposed linearly polarized waves produce an elliptically

polarized wave if the amplitudes of the two waves are different and if there is a phase difference between the two.

The phase difference also defines the sense of rotation of the wave. If the phase difference between the two linearly

polarized waves is zero, the result is a linearly polarized wave as a special case of elliptical polarization. If the two

linearly polarized waves have equal amplitudes but there is also a phase difference between the two, the superposed

wave is a circularly polarized wave.

The lead or lag in Eqs. (12.127) and (12.128) were set to 90� because the results lead to simple expressions. However,

the phase difference between two waves can be arbitrary. If this is the case, the waves are elliptically polarized (or

circularly polarized if the amplitudes are the same). The only difference is that the ellipse the vectors E describe is rotated

in space (its axes do not coincide with the x and y axes).

Example 12.19 The following waves are given:

(a) E z; tð Þ ¼ �ŷ 25e�0:001z cos 103t� 1000z
� �

V=m½ �:
(b) H zð Þ ¼ �x̂H0e

�jβz þ ŷ 2H0e
�jβz A=m½ �:

(c) H zð Þ ¼ �ŷH0e
�jβz þ jx̂H1e

�jβz A=m½ �:
Find the polarization in each case.

Solution: The polarization is obtained by systematic application of the four steps in Section 12.8.2. However, in (b) and (c),

the electric field intensities must be found first.

(a) The electric field intensity is always directed in the y direction. As the wave propagates, its amplitude is attenuated and

its phase changes. Thus, the wave is linearly polarized in the y direction. Another way to look at it is to formally apply

the four-step method given in Section 12.8.2.

Step a is not necessary because the field is given in the time domain.

Step b: We set z ¼ 0:

E z ¼ 0, tð Þ ¼ �ŷ 25cos 103t
� �

V=m½ �

Step c: As time changes, the vector E may be either in the positive y or negative y direction. The field is linearly

polarized in the y direction.
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Step d: For a linearly polarized wave, there can be no rotation. This can be seen from the fact that for any two values of

t the vector remains on the y axis.
(b) The magnetic field intensity has two components: one in the y direction and one in the x direction with amplitude half

that of the y component. The two components are in phase; therefore, the polarization is linear, but for proper

characterization, we must first find the electric field intensity. This is found from Ampere’s law:

∇�H ¼ x̂
∂Hz

∂y
� ∂Hy

∂z

� �
þ ŷ

∂Hx

∂z
� ∂Hz

∂x

� �
þ ẑ

∂Hy

∂x
� ∂Hx

∂y

� �
¼ jωεE

With Hz ¼0, ∂Hy/∂x ¼0, and ∂Hx/∂y ¼0 and calculating the derivatives ∂Hx/∂z and ∂Hy/∂z, we get

jωεE ¼ x̂ jβ2H0e
�jβz þ ŷ jβH0e

�jβz

Dividing both sides by jωε and setting η ¼ β/ωε gives the expression for the electric field intensity:

E ¼ x̂ η2H0e
�jβz þ ŷ ηH0e

�jβz V=m½ �
Now, we apply steps a through d to find the polarization and sense of rotation (if any).

Step a: The vector E is written in the time domain:

E z; tð Þ ¼ Re x̂ η2H0e
�jβze�jβt þ ŷ ηH0e

�jβt

 � ¼ x̂ η2H0cos ωt� βzð Þ þ ŷ ηH0cos ωt� βzð Þ V=m½ �

Step b: We set z ¼ 0:

E z ¼ 0, tð Þ ¼ x̂ η2H0cos ωtð Þ þ ŷ ηH0cos ωtð Þ V=m½ �
Step c: At t ¼0, the vector E has components 2ηH0 in the positive x direction and ηH0 in the positive y direction.

This ratio remains constant as t changes. Thus, E is linearly polarized at an angle equal to tan�1(Hy/Hx) ¼ tan�1(1/2)

¼ 26�340 with respect to the positive x axis (see Figure 12.20a).

(c) First, we find the electric field intensity. Applying Ampere’s law as in (b), setting Hz ¼ 0, ∂Hy/∂x ¼ ∂Hx/∂y ¼ 0, and

calculating the derivatives ∂Hx/∂z and ∂Hy/∂z gives

jωεE ¼ �x̂ jβH0e
�jβz þ ŷ jβH1e

�jβz

Now, we divide by jωε and set η ¼ β/ωε:

E ¼ �x̂ ηH0e
�jβz � ŷ jηH1e

�jβz V=m½ �

Step a: The electric field intensity in the time domain is

E z; tð Þ ¼ Re �x̂ ηH0e
�jβze�jωt � ŷ jηH1e

�jβze�jωt

 � ¼ �x̂ ηH0cos ωt� βzð Þ � ŷ ηH1cos ωt� βzþ π=2ð Þ V=m½ �

where j ¼ ejπ/2 was used.

Step b: Setting z ¼ 0 gives

E z ¼ 0, tð Þ ¼ �x̂ ηH0cos ωtð Þ � ŷ ηH1cos ωtþ π=2ð Þ ¼ �x̂ ηH0cos ωtð Þ � ŷ ηH1 sin ωtð Þ V=m½ �
This is clearly an elliptically polarized wave [see Eqs. (12.129) through (12.131)] since H0 6¼ H1 and, as t changes, the

vector E describes an ellipse (step c).

Step d: The rotation of E is found by setting ωt ¼ 0 and ωt ¼ π/2. These give

E z ¼ 0,ωt ¼ 0ð Þ ¼ �x̂ ηH0, E z ¼ 0,ωt ¼ π=2ð Þ ¼ �ŷ ηH1 V=m½ �

This indicates rotation in the counterclockwise direction. The wave is right elliptically polarized (see Figure 12.20b).
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Note: Because polarization is defined on the electric field intensity, we had to first find the electric field intensity from

the magnetic field intensity in (b) or (c). It is also possible to find the polarization of the magnetic field intensity since

the magnetic field intensity in a plane wave is always perpendicular to the electric field intensity and rotates with the

electric field intensity (if there is any rotation). See Exercise 12.10.

Exercise 12.10 In Example 12.19, find the polarization of the magnetic field intensity.

Answer (a) H is linearly polarized in the x direction. (b) H is linearly polarized at 116�340 with respect to the positive x

axis. (c) H is right elliptically polarized.

12.9 Applications

Application: Communication with Spacecraft One of the most challenging communication problems is that with distant

spacecraft. Although communication with objects in space is relatively simple and in many ways seems to be easier than

communication on Earth, it has its own challenges. One of these is the vast distances involved. When communicating from

Earth stations to spacecraft, large power and special antennas can be used, but when communicating from spacecraft to

Earth, both power and antenna size are very limited. As spacecraft push further in space, the available power decreases

because of reduced solar intensity, yet the requirements for range (and therefore for power) increase. A uniquely interesting

example is offered by the Voyager spacecraft. Voyager 2 was launched on August 20, 1977, followed by Voyager 1 on

September 15, 1977. In February 2014, Voyager 1 was at a distance of 19 billion km from Earth traveling in interstellar

space, which it entered in August 2012. It is expected to cease transmission by 2025 when its RTG (radioisotope

thermoelectric generator) output will not be sufficient to power the spacecraft (The RTG uses Plutonium 238 which has a

half lifetime of 87.74 years). Communication with the spacecraft at such distances takes over 17 h, 8 m, each way. More

interesting is the fact that the spacecraft transmitter is a mere 23W (at launch), perhaps much less because of deterioration of

its plutonium-powered power sources after some 37 years of continuous operation (compare this small power with the

50 kW of some AM stations or the 50 MW some radar equipment use). Or compare that to some portable radios (such as

citizens band (CB) radios) that use between 3 and 5 W of power for a range of a few kilometers. From this vast distance the

waves travel, it is also clear that the attenuation in space is rather small but is not zero. Both the time delay and the

attenuation of waves will be a big problem in any long-range mission to the stars, when undertaken. In fact, because of these

limitations, any deep-space exploration will have to be autonomous, with the spacecraft traveling, perhaps for generations,

and returning with information that we will never get but future generations will. It may sound discouraging, but it really is

quite exciting: it is like planting a tree that will most certainly outlast us. Each of the Voyager spacecraft carries a golden

record with recordings and images representing life on earth. Should it encounter any civilization in the outer space, they

should be able to identify the source of the spacecraft. See also the introduction to Chapter 11 for a short description of the

Pioneer 10 spacecraft.
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Application: Range of TV and Radio Transmission TV and radio stations are regulated as to frequency, maximum power

allowable, type of polarization, and other aspects of their operation. However, the range of a station depends, among other

things, on attenuation in air. This, in turn, depends on a host of environmental conditions, including amount of moisture in

air, pressure, pollutants, surface conditions, and others. Because of all these, the range, particularly of TV stations, is rather

short. Also, some types of transmissions, such as microwaves, travel in a line-of-sight manner. Any obstruction such as hills,

buildings, etc., prevents reception at the obstructed site. The range of a transmission system is a rather complex problem

which must take into account antennas, attenuation, environmental conditions, and background noise, among others.

Because of attenuation, the range of a TV station transmitting 50 kW of power is no more than about 100 km and even

this range may be too large for good reception. AM transmission occurs at much lower frequencies (540 kHz–1.6 MHz). At

these frequencies the attenuation is generally lower and the range is longer. On the other hand, FM transmission is in the

VHF range (88–106MHz) and therefore has a range similar to that of TV transmission. Typically, the attenuation constant in

air (below about 3 GHz) is about 0.01 dB/km. Although we cannot calculate the range of transmission accurately, we can get

a pretty good idea for the range using known attenuation constants and assuming an isotropic antenna (antenna which

transmits uniformly in all directions). This then gives a worst-case maximum range which can be improved through use of

more directional transmission, better antennas, etc.

Application: Superconducting Power Transmission Hollow conductors for power transmission at superconducting

temperatures. The idea of skin depth5 has been proposed for an unusual application: transmission of power in

superconducting cables. Assuming that superconductivity will always require refrigeration, one proposed system is to use

hollow conductors in which the refrigerant is passed keeping the temperature of the cables low enough for superconductivity

to be maintained. Because at superconducting temperatures the conductivity is very high and the depth at which current

exists is small, only the outer surface and a small depth below it will conduct current. A proposed method is to immerse the

conductor in the form of a thin film of superconducting material coated on a metallic tube, in liquid helium or, when high-

temperature superconductors are available, in liquid nitrogen. A possible method of using superconductors is demonstrated

by the simplified superconducting power conductor in Figure 12.21 and could carry vast amounts of power with little or no

losses. This is particularly attractive for power distributions where losses in conductors account for some 3–5 % of all losses

in power generation and distribution.

Application: Optical Fiber Magnetometer The use of optical fibers for communication is well established, but optical

fibers have many other applications. One useful application is in the measurement of very low magnetic fields. The principle

is quite simple and is based on two fundamental properties. One is the magnetostrictive properties of some materials and the

second is the change in phase of a wave as the length of path it travels changes. The method is shown in Figure 12.22. Two

very long optical fibers of identical length are connected to the same laser source. One fiber is coated with a magnetostrictive

material. When no magnetic fields are present, the paths of light are identical and the output of the two fibers is in phase.

Phase comparison between the two fibers shows a zero output. If both fibers are placed in a magnetic field, the magne-

tostrictive fiber changes its length by contraction. The contraction is rather small, and the total change in length is given as

coolant

super conductor

thermal
insulation

Figure 12.21 Structure of a superconducting cable

5 Skin depth per se does not apply to superconducting materials. There is, however, an equivalent relation that governs depth of current penetration

in superconductors usually written as δ ¼ ffiffiffiffiffiffiffiffiffiffiffi
Λ=4π

p
, where Λ is known as the London order parameter. This relation is called the London relation

after Heintz London (1907–1970) and his older brother Fritz London (1900–1954), who, among other important contributions to superconductiv-

ity, studied AC losses in superconductors.
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Δl
l
¼ cB2

0

where c is the magnetostrictive material constant given in 1/T2. c ¼ 10�4 [1/T2] for nickel. Even though the effect is rather

small, a very small change in length of the fiber will change the phase considerably. Since the propagation is at optical

frequencies, the wavelength is of the order of a few hundred nanometers. For example, if a He–Ne (helium–neon) laser

emitting at 633 nm (red) is used, a change in length of 100 nm changes the phase by 200π/633 ¼ 0.31π or 28�. The length of
the fibers, l, can be as long as we wish since the fibers can be placed on spools or in any convenient configuration.

Sensitivities below 10�9 T are obtainable with a device which is a relatively simple, rugged, passive device.

12.10 Experiments

Experiment 1 (Shielding of Transmissions. Demonstrates: Unintended Shielding of High-Frequency Waves). The

phenomenon of shielding of transmission is well known. One way to experiment with it is to listen to your car radio as you

enter or exit from an underground parking lot. Observe how the reception changes as you enter or exit. Much of the shielding

is due to iron bars used for the reinforcement of concrete. The concrete itself as well as soil are somewhat conducting,

contributing to the effect. Therefore, if you were to try to receive transmissions deep into a mine, you may not be able to,

depending on the local conditions (soil, rock, mineral properties, depth, moisture content, and the like). This places

considerable restrictions on wireless communication in underground mines.

Experiment 2 (Shielding in Metallic Structures. Demonstrates: Design of Shielding Structures)

(a) Place a small, battery-operated radio in a metal box. The radio will cease to receive. Any metal box will do, including

perforated boxes. Try the same with a metallic birdcage. Make sure the antenna does not touch the metallic structure.

Tune to a weak radio station and try both FM and AM stations. In most cases, the reception should either cease or be

reduced significantly. What happens when you touch the metal structure with the antenna?

(b) A car radio will not operate at all without an antenna, but a small portable radio will. The reason is simple. Car radios are

constructed in a metal box to shield them from engine and other electronic noise.

Experiment 3 (Polarization. Demonstrates: Polarization ofWaves and Its Relation to Antennas). Use a TV receiver or

a radio and tune it to a relatively distant station. Rotate the antenna for maximum reception. Show that polarization is either

vertical or horizontal, or both, depending on the device: radio (AM or FM) or TV.

Experiment 4 (Propagation in Water. Demonstrates: Propagation and Attenuation in Lossy Dielectrics). Take a

battery-operated radio and seal it in a plastic bag. Operate the radio so that it receives your favorite station. Immerse the radio

in water (pool or nonconductive bathtub). What happens with an FM and an AM station? To listen to the radio, you can go

with it into the water or insert a tube into the bag and listen through the tube. Everything must be sealed properly and you

must use a battery-operated radio to avoid shock and also because many small radios use the cord as an antenna. Also, do not

use any of the radios that require an earphone to operate: these use the earphone cable as an antenna. When you go

swimming, take the radio with you. Check the reception underwater at different depths. Preferably, use a weak station;

otherwise there may be enough signal strength to penetrate into the water. If you can, repeat the experiment in seawater. Note

the attenuation of the signal as the station disappears.

magnetostrictive material

phase
detector

light
source

optical fibers
L

Figure 12.22 The principle

of a magnetostrictive optical

fiber magnetometer
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12.11 Summary

The fundamentals of wave propagation and the behavior of waves in various media are the subjects of the present chapter.

We start with the source-free electromagnetic wave equation in general, lossy [Eq. (12.16)], and lossless [Eq. (12.18)]media

(see Examples 12.3 and 12.4 and Exercises 12.2 through 12.4):

∇2E ¼ jωμ σEþ jωεEð Þ ð12:16Þ
and

∇2Eþ ω2μεE ¼ 0 ð12:18Þ
Wave equations identical in form may be written for H, B, D, A, or V and may also be written in the time domain.

Uniform plane waves are waves in which the amplitude and phase are constant at any point on any plane perpendicular to

the direction of propagation of the wave. The form we assume is E ¼ x̂E zð Þ.
Solution of the lossless wave equation [Eq. (12.18)] for plane waves in lossless media is

Ex zð Þ ¼ Eþ
0 e

�jkz þ E�
0 e

jkz V=m½ � ð12:24Þ

k ¼ ω
ffiffiffiffiffi
με

p
rad=m½ � ð12:23Þ

or, in the time domain,

Ex z; tð Þ ¼ Re Ex zð Þejωt
 � ¼ Eþ
0 cos ωt� kzð Þ þ E�

0 cos ωtþ kzð Þ V=m½ � ð12:25Þ

An arbitrary phase angle ϕ may also be added to either solution (due to, for example, the complex nature of E0
+ or E0

�).
The first term is a forward-propagating wave (in the positive z direction), the second a backward-propagating wave (negative

z direction in this case).

Properties of the Wave

Phase velocity : vp ¼ 1ffiffiffiffiffi
με

p m

s

h i
ð12:28Þ

In free space : vp � 3� 108 m=s½ � ð12:29Þ

Wavelength : λ ¼ vp
f
¼ m½ � ð12:30Þ

Wave number : k ¼ 2π

λ

rad

m

	 

ð12:31Þ

Intrinsic impedance : η ¼
ffiffiffi
μ

ε

r
Ω½ � ð12:37Þ

In free space : η0 � 377 Ω½ � ð12:39Þ

Poynting Theorem, Poynting Vector, Power, and Power Density The Poynting vector gives the magnitude and direction

of propagation of the instantaneous power density:

P ¼ E�H W=m2
� � ð12:53Þ
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The Poynting theorem gives the net power entering or leaving a volume v, enclosed by area s:

P tð Þ ¼
þ
s

E�Hð Þ�ds ¼ � ∂
∂t

ð
v

μH2

2
þ εE2

2

� �
dv�

ð
v

E� Jdv W½ � ð12:52Þ

The first term on the right-hand side is the time rate of change of stored energy, the second is power due to source and

induced currents. A net negative power (power flow into the volume) is called the receiver case. Net positive power (out of

the volume) is called the transmitter case.

Time-averaged power density can be calculated from instantaneous power density or from the complex Poynting vector:

Pav ¼ 1

T

ð T

0

P tð Þdt W

m2

	 

ð12:56Þ

or

Pav ¼ 1

2
Re E�H�f g W

m2

	 

ð12:59Þ

where T ¼ 1/f ¼ 2 π/ω and * indicates the complex conjugate. The complex Poynting vector isPc ¼ E�H� [W/m2]. The

complex Poynting theorem may be written asþ
s

E�H�ð Þ�ds ¼ jω

ð
v

εE�E� � μH�H�ð Þdv�
ð
v

E�J�0dv�
ð
v

σE�E�dv W½ � ð12:71Þ

where E � J0* may be negative or positive depending on the source of J0*. The last term represents ohmic losses. Time-

averaged power is usually calculated using Eq. (12.71).

Time-averaged energy densities (electric and magnetic) are

we avð Þ ¼ εE�E�

4
, wm avð Þ ¼ μH�H�

4
ð12:74Þ

Propagation of Plane Waves in General Media Given properties (ε,μ,σ) the wave equation is written in terms of the

complex permittivity εc as

∇2E ¼ jωμ jωεcð ÞE ð12:81Þ
where

εc ¼ ε 1� j
σ

ωε

h i
ð12:79Þ

The wave equation to solve is

∇2E� γ2E ¼ 0 ð12:84Þ
where

γ ¼ αþ jβ ¼ jω
ffiffiffiffiffi
με

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j

σ

ωε

r
ð12:83Þ

and

α ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε

� �2
r

� 1

" #vuut Np

m

	 

ð12:95Þ
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β ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ

ωε

� �2
r

þ 1

" #vuut rad

m

	 

ð12:96Þ

γ ¼ α + jβ is the propagation constant, α is the attenuation constant, and β the phase constant. Phase velocity and

wavelength are also dependent on conductivity [see Eqs. (12.97) and (12.98)].

The intrinsic impedance is now complex:

η ¼ jωμ

γ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jωμ

σ þ jωε

s
Ω½ � ð12:102Þ

The main effect that is different than propagation in lossless media is attenuation of the waves. The solution for attenuated

plane waves includes an attenuation factor:

Ex zð Þ ¼ Eþ
0 e

�αze�jβz þ E�
0 e

αzejβz V=m½ � ð12:91Þ

or, in the time domain,

Ex z; tð Þ ¼ Eþ
0 e

�αzcos ωt� βzð Þ þ E�
0 e

αzcos ωtþ βzð Þ V=m½ � ð12:93Þ

Low-Loss Dielectrics σ/ωε 
 1. Approximations are defined as follows:

α � σ

2

ffiffiffi
μ

ε

r
Np

m

	 

ð12:104Þ

β � ω
ffiffiffiffiffi
με

p
1þ 1

8

σ

ωε

� �2
� �

rad

m

	 

ð12:105Þ

η �
ffiffiffi
μ

ε

r
1þ jσ

2ωε

� �
Ω½ � ð12:109Þ

High-Loss Materials σ/ωε � 1. Approximations:

α �
ffiffiffiffiffiffiffiffiffiffi
πfμσ

p Np

m

	 

, β �

ffiffiffiffiffiffiffiffiffiffi
πfμσ

p rad

m

	 

ð12:111Þ

η � 1þ jð Þ
ffiffiffiffiffiffi
ωμ

2σ

r
¼ 1þ jð Þ 1

σδ
¼ 1þ jð Þωμδ

2
Ω½ � ð12:116Þ

Skin depth is the depth at which the amplitude of the wave reduces to 1/e of its value:

δ �
ffiffiffiffiffiffiffiffiffiffi
1

πfμσ

s
¼ 1

α
m½ � ð12:113Þ

Group velocity is the velocity of a packet of waves in a narrow range of frequencies. It is different from phase velocity except

in perfect dielectrics

vg ¼ 1

dβ=dω

m

s

h i
ð12:122Þ

Dispersion is the frequency dependence of the phase velocity which causes waves of different frequencies to travel at

different velocities. Perfect dielectrics are dispersionless.

Polarization of plane waves is the path described by the tip of the electric field intensity as it propagates in space toward the

observer:
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(1) Linear polarization—the tip of the electric field intensity describes a line.

(2) Circular polarization—the tip of the electric field intensity describes a circle.

(3) Elliptical polarization—the tip of the electric field intensity describes an ellipse.

(4) Rotation: circularly and elliptically polarized waves can rotate clockwise or counterclockwise as they propagate. Counter-

clockwise rotation is said to be right elliptically (or circularly) polarized because it follows the right-hand rule—the thumb

is in the direction of propagation of the wave and the curled fingers show the direction of rotation of the electric field

intensity. Left circularly (or elliptically) polarized waves rotate clockwise as they propagate toward the observer.

Problems

The Time-Dependent Wave Equation

12.1 The Wave Equation. Starting with the general time-dependent Maxwell’s equations in a linear, isotropic, homoge-

neous medium, write a wave equation in terms of the electric field intensity.

(a) Show that if you neglect displacement currents, the equation is not a wave equation.

(b) Write the source-free wave equation from the general equation you obtained.

12.2 Source-Free Wave Equation. Obtain the source-free time-dependent wave equation for the magnetic flux density in a

linear, isotropic, homogeneous medium.

The Time-Harmonic Wave Equation

12.3 Time-Harmonic Wave Equation. Using the source-free Maxwell’s equations, show that a Helmholtz equation can be

obtained in terms of the magnetic vector potential. Use the definition B ¼ ∇ � A and a simple medium (linear,

isotropic, homogeneous material). Justify the choice of the divergence of A.

12.4 The Helmholtz Equation for D. Using Maxwell’s equations, find the Helmholtz equation for the electric flux density

D in a linear, isotropic, homogeneous material.

12.5 The Helmholtz Equation for B. Find the Helmholtz equation in terms of the magnetic flux density using the source-

free time-harmonic Maxwell’s equations in a linear, isotropic, homogeneous material.

12.6 The Electric Hertz Potential. In a linear, isotropic, homogeneous medium, in the absence of sources, the Hertz vector

potential Πe may be defined such that H ¼ jωε∇ � Πe:

(a) Express the electric field intensity in terms of Πe.

(b) Show that the Hertz potential satisfies a homogeneous Helmholtz equation provided a correct gauge is chosen.

What is this appropriate gauge?

Solution for Plane Waves

12.7 Plane Wave. A plane wave propagates in the positive x direction in free space. The wave is given at x ¼0 as E 0ð Þ
¼ ẑ 5cos 109πt

� �
[V/m]. If properties of free space are ε ¼ ε0 [F/m], μ ¼ μ0 [H/m], find E(x ¼ 20).

12.8 Plane Wave. A wave propagates in free space and its electric field intensity is E ¼ x̂ 100e�j220z þ x̂ 100e�j220z [V/m]:

(a) Show that E satisfies the source-free wave equation.

(b) What are the wave’s phase velocity and frequency?

656 12 Electromagnetic Waves and Propagation



The Poynting Vector

12.9 A simple and common use of the Poynting vector is identification of direction of propagation of a wave or the direction

of fields in space. Consider the magnetic field intensity of a plane electromagnetic wave propagating in free space:

H ¼ x̂H0e
jβy þ ẑH1e

jβy A=m½ �
(a) Calculate the electric field intensity using the properties of the Poynting vector.

(b) Show that the result in (a) is correct by substituting the magnetic field intensity into Maxwell’s equations and

evaluating the electric field intensity through Maxwell’s equations.

12.10 Application: Power Relations in a Microwave Oven. The peak electric field intensity at the bottom of a microwave

oven is equal to 2500 V/m. Assuming that this is uniform over the area of the oven which is equal to 400 cm2,

calculate the peak power the oven can deliver. Permeability and permittivity are those of free space.

12.11 Application:Heating Food in aMicrowave Oven. A frozen pizza is marketed to be heated in a microwave oven. As

an engineer you are asked to write heating instructions, specifically how long should it be heated to reach a proper

temperature. The average residential microwave oven is 50 cm wide, 40 cm deep, and 30 cm high. The oven has a low

and a high heating level. At low, it produces a time averaged power of 500 W, whereas at high, the power is 1000 W.

We will assume the pizza is placed flat on the bottom of the oven and any power coupled into the pizza enters from

above. The pizza is 25 cm in diameter, 1.5 cm thick, and is 75 % water by volume. The microwave oven heats the

water in the pizza. The frozen pizza is at –20 �C and must be heated to 75 �C. Heat capacity of water is 4.1885 J/

(g�K) and the latent heat (of melting ice) is 334 J/g (heat capacity is the energy needed to raise the temperature of one

gram of substance (water in this case) by 1 degree Kelvin, and latent heat is the energy required to melt a gram of ice

at 0 �C to water at 0 �C). Assume that the heat transfer from the electromagnetic waves to the pizza is 80 % efficient

and calculate:

(a) The time it takes to heat the pizza on the low setting of the oven.

(b) The time it takes to heat the pizza on the high setting of the oven.

(c) The cost in electricity to heat the pizza if a kW�h costs $0.16.

12.12 Power Dissipation in Cylindrical Conductor. A cylindrical conductor of radius R and infinite length carries a

current of amplitude I [A] and frequency f [Hz]. The conductivity of the conductor is σ [S/m] (Figure 12.23).

Calculate the time-averaged dissipated power per unit length in the conductor, neglecting displacement currents in the

conductor. Assume the current is uniformly distributed throughout the cross section.

R
σI=I0cosωt

Figure 12.23

12.13 Application: Power Radiated by an Antenna. An antenna produces an electric field intensity in free space as follows:

E ¼ θ̂
12π

R
e�j2πR sin θ

V

m

	 


where R is the radial distance from the antenna and the field is described in a spherical coordinate system. The field of

the antenna behaves as a plane wave in the spherical system of coordinates. Calculate:

(a) The magnetic field intensity of the antenna.

(b) The time-averaged power density at a distance R from the antenna.

(c) The total radiated power of the antenna.

12.14 Application: Electromagnetic Radiation Safety. The allowable time-averaged microwave power density exposure

in industry in the United States is 10 mW/cm2. As a means of understanding the thermal effects of this radiation level

(nonthermal effects are not as well defined and are still being debated), it is useful to compare this radiation level with
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thermal radiation from the Sun. The Sun’s radiation on Earth is about 1,400W/m2 (time averaged). To compare the fields

associated with the two types of radiation, view these two power densities as the result of a Poynting vector. Calculate:

(a) The electric and magnetic field intensity due to the Sun’s radiation on Earth.

(b) The maximum electric and magnetic field intensities allowed by the standard. Compare with that due to the Sun’s

radiation.

12.15 Stored Energy. In a region of space where there are no currents, the time-averaged pointing vector equals 120 W/m2.

Assume that this power density is uniform on the surface of a sphere of radius a ¼ 0.1 m, pointing outwards.

Calculate the total stored energy in the sphere. The frequency is 1 GHz and the sphere has properties of free space.

Propagation in Lossless, Low-Loss, and Lossy Dielectrics

12.16 Energy Density in Dielectrics. A plane wave of given frequency propagates in a perfect dielectric:

(a) Calculate the time-averaged stored electric energy density and show that it is equal to the magnetic volume

energy density.

(b) Suppose now the dielectric is lossy: calculate the time-averaged-stored electric and magnetic energy densities.

Are they still the same?

12.17 Propagation in Lossy Media. Seawater has a conductivity of 4 S/m. Its permittivity depends on frequency; relative

permittivity at 100 Hz is 80, at 100 MHz it is 32, and at 10 GHz it is 24:

(a) How can seawater be characterized in terms of its loss at these three frequencies? That is, is seawater a low-loss,

high-loss, or a general lossy medium for which no approximations can be made?

(b) Calculate the intrinsic impedance at the three frequencies.

(c) What can you conclude from these calculations for the propagation properties of seawater?

12.18 Generation of a Plane Wave in a Lossy Dielectric. A very thin conducting layer carries a surface current density J0
[A/m] as shown in Figure 12.24. The frequency is f and the current is directed in the positive z direction. The layer is
immersed in seawater, which has permittivity ε, permeability μ0, and conductivity σ. If the layer is at x ¼ 0, calculate

the electric and magnetic fields at x ¼ x0. Given: J0 ¼ 1 A/m, f ¼ 100 MHz, σ ¼ 4 S/m, ε0 ¼ 8.854 � 10�12 F/m,

εr ¼ 80, μ0 ¼ 4π � 10�7 H/m, x0 ¼ 1 m.

x

y

z

x=0 x

J0 A/m

x=x0

Figure 12.24

12.19 Application:Communication in the Atmosphere. A parabolic antenna of radius b [m] transmits at a frequency f to a

receiving antenna a distance d [m] away. The receiving antenna is also of radius b [m] and the transmission is parallel

to the ground, in the atmosphere, as in Figure 12.25a. Assume that the wave propagates as a plane wave and the beam

remains constant in diameter (same diameter as the antennas). Use the following values: b ¼ 1 m, d ¼ 200 km,

ε ¼ ε0 [F/m], μ ¼ μ0 [H/m] σ ¼ 2 � 10�7 S/m, and f ¼ 300 MHz.

(a) Calculate the time-averaged power the transmitting antenna must supply if the receiving antenna must receive a

magnetic field intensity of magnitude 1 mA/m.

(b) In an attempt to reduce the power required, the transmission is directed to a satellite which contains a perfect

reflector, as shown in Figure 12.25b. The waves propagate through the atmosphere, into free space to the satellite

and back to the receiving antenna. If the satellite is at a height h [m] and the waves propagate in the atmosphere
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for a distance q [m] in each direction, what is the power needed in this case for the same reception condition as in

(a)? In addition to the values given in Figure 12.25a, h ¼ 36,000 km, q ¼ 20 km, and σ ¼ 0 in free space.

Compare the result with that in (a).

d

d

q

h

σσ

σ=0
a

b

transmitting
antenna

receiving
antenna

receiving
antenna

transmitting

reflector

space
atmosphere

Figure 12.25

12.20 Power Relations in the Atmosphere. A plane wave propagates in the atmosphere. Properties of the atmosphere are

ε0 [F/m], μ0 [H/m], and σ [S/m]. The electric field intensity has an amplitude E0 [V/m] in the x direction and E0 [V/m]

in the z direction. The frequency of the wave is f [Hz]. Given: E0 ¼ 100 V/m, σ ¼ 10�6 S/m, f ¼ 100 MHz. Find:

(a) The direction of propagation.

(b) The instantaneous power per unit area in the direction of propagation.

(c) The magnitude of the magnetic field intensity after the wave has propagated a distance d ¼ 10 km.

12.21 Application: Radar Detection and Ranging of Aircraft. A radar antenna transmits 50 kW at 10 GHz. Assume

transmission is in a narrow beam, 1 m2 in area, and that within the beam, waves are plane waves. The wave is reflected

from an aircraft but only 1 % of the power propagates in the direction of the antenna. If the airplane is at a distance of

100 km, calculate the total power received by the antenna. Assume permittivity and permeability of free space and

conductivity of 10�7 S/m.

12.22 Application: Fiber Optics Communication. Two optical fibers are used for communication. One is made of glass

with properties μ ¼ μ0 [H/m] and ε ¼ 1.75ε0 [F/m] and has an attenuation of 2 dB/km. The second is made of plastic

with properties μ ¼ μ0 and ε ¼ 2.5ε0 and attenuation of 10 dB/km. Suppose both are used to transmit signals over a

length of 10 km. The input to each fiber is a laser, operating at a free-space wavelength of 800 nm and input of 0.1 W.

Calculate:

(a) The power available at the end of each fiber.

(b) The wavelength, intrinsic (wave) impedance, and phase velocity in each fiber.

(c) The phase difference between the two fibers at their ends.

12.23 Application:Wave Properties and Remote Sensing in the Atmosphere. A plane wave of frequency f propagates in

free space and encounters a large volume of heavy rain. The permittivity of air increases by 5 % due to the rain:

(a) Calculate the intrinsic impedance, phase constant, and phase velocity in rain and the percentage change in

wavelength.

(b) Compare the properties calculated in (a) with those in free space. Can any or all of these be used to monitor

atmospheric conditions (such as weather prediction)? Explain.

12.24 Application: Attenuation in the Atmosphere. Measurements with satellites show that the average solar radiation

(solar constant) in space is approximately 1400 W/m2. The total radiation reaching the surface of the Earth on a

summer day is approximately 1100 W/m2. 50 % of this radiation is in the visible range. To get some insight into the

radiation process, assume an atmosphere which is 100 km thick. From this calculate the average attenuation constant

in the atmosphere over the visible range assuming it is constant throughout the range and that attenuation is the only

loss process.
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Propagation in High-Loss Dielectrics and Conductors

12.25 Intrinsic Impedance in Copper. Copper at 100 MHz has the following properties: μ ¼ μ0 [H/m], ε ¼ ε0 [F/m], and

σ ¼ 5.7 � 107 S/m. Calculate the intrinsic impedance of copper:

(a) Using the exact formula for general lossy materials.

(b) Assuming a high-loss material. Compare with (a) and with the intrinsic impedance of free space.

12.26 Propagation of Microwaves in Metals. A microwave oven operates at 2450 MHz and at a time-averaged power of

1000 W. The microwave beam, which can be assumed to be a plane wave, is incident on a copper foil, 1 m2 in area and

10 μm thick. Assuming that the electric field is parallel to the foil and that only 2 % of the incident electric field intensity

enters the foil, calculate the amplitude of the electric field intensity just below the other surface of the foil (but still in the

copper foil). Use ε0 [F/m], μ0 [H/m], and σ ¼ 0 for free space and ε0 [F/m], μ0 [H/m], and σ ¼ 5.7 � 107 S/m for copper.

12.27 Skin Depth and Penetration in Lossy Media. Two plane waves propagate in two materials as shown in

Figure 12.26:

(a) What is the ratio between the distances the waves travel in each material before the electric and magnetic field

intensities are attenuated to 1% of their amplitude at the surface? Assume that the waves enter the materials

without losses or reflections.

(b) What is the ratio between the phase velocities?

μ1 μ2=μ
σ2σ1

f=300 MHz f=300 MHz
S/m

=1000 0μ
=1.0  107

H/m
=100

0 H/m
S/m×

Figure 12.26

12.28 Measurement of Conductivity in Lossy Materials. In an attempt to measure conductivity of a material, a plane

wave is applied to one surface of a slab and measured at the other surface. Suppose the electric field intensity just

below the left surface of the material is measured as E0 [V/m]. The electric field intensity at the right surface (again,

just below the surface) is 0.1E0 [V/m]. Permeability and permittivity are those of free space, the material is known to

have high conductivity, and the slab is d ¼ 10 mm thick. The measurements are performed at 400 Hz. Calculate the

conductivity of the material and its attenuation constant.

12.29 Application: Underwater Communication. Suppose a submarine could generate a plane wave and use it to

communicate with another submarine in seawater. If the ratio between the amplitude at the receiver and that at the

transmitter must be 10�12 or higher, what is the maximum range of communication at:

(a) 10 MHz.

(b) 100 Hz.

(Assume relative permittivity in both cases is 72 and conductivity of seawater is 4 S/m.)

12.30 Skin Depth in Conductors. Calculate the skin depth for the following conditions:

(a) Copper: f ¼ 1010 Hz, μ ¼ μ0 [H/m], σ ¼ 5.8 � 107 S/m.

(b) Mercury: f ¼ 1010 Hz, μ ¼ μ0 [H/m], σ ¼ 1 � 106 S/m.

12.31 Wave Impedance in Conductors. Calculate the intrinsic (wave) impedance of copper and iron at 60 Hz and 10 GHz.

The conductivity of copper is 5.7 � 107 S/m and that of iron is 1 � 107 S/m. The permeability of copper is μ0 [H/m]

and that of iron is 1,000μ0 [H/m] at 60 Hz and 10μ0 [H/m] at 10 GHz:

(a) Compare these with the wave impedance in free space.

(b) What can you conclude from these calculations for the propagation properties of conductors in general and

ferromagnetic conductors in particular?
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12.32 Classification of Lossy Materials. In a material, ε/ε0 ¼ 24 and σ ¼ 4 S/m. How do you classify this material for

propagation purposes at 10 GHz? Explain.

12.33 Classification of Lossy Materials. A material has a conductivity of 0.01 S/m, permeability μ0 [H/m], and relative

permittivity of 72. Is this a conductor or a dielectric at 60 Hz and at 30 GHz?

12.34 Application: Skin Depth and Communication in Seawater. How deep does an electromagnetic wave transmitted

by a radar operating at 3 GHz propagate in seawater before its amplitude is reduced to 10�6 of its amplitude just below

the surface? Use the following properties: σ ¼ 4 S/m, ε ¼ 24ε0 [F/m] (at 3 GHz), and μ ¼ μ0 [H/m]. How good is

radar for detection of submarines? Explain.

12.35 Penetration of Light in Copper. Since light is an electromagnetic wave and electromagnetic waves penetrate in any

material except perfect conductors, calculate the depth of penetration of light into a sheet of copper. The conductivity

of copper is 5.7 � 107 S/m, and its permeability is that of free space. Assume the frequency of light (in mid-spectrum)

is 5 � 1014 Hz.

12.36 Properties of Seawater at Different Frequencies. Seawater has relative permittivity of 81, permeability of free

space, and conductivity of 4 S/m:

(a) Calculate the approximate range of frequencies over which seawater may be assumed to be a good conductor,

assuming permittivity remains constant.

(b) Calculate the range of frequencies over which seawater may be assumed to be a good dielectric.

12.37 AC Current Distribution in a Conductor. A cable made of iron, with properties as shown in Figure 12.27, carries a

current at 100 Hz. If the current density allowed (maximum) is 100 A/mm2, find the current density at the center of the

conductor (σ ¼ 1 � 107 S/m, μ ¼20 μ0 [H/m], r ¼ 0.1 m).

r
σ,I μ

Figure 12.27

12.38 Application: Skin Depth and Design of Cables for AC Power Distribution. A thick wire is made of steel as shown

in Figure 12.28a. If the maximum current density allowed at any point in the material is 10 A/mm2:

(a) What is the total current the cable can carry at 60 Hz?

(b) To improve the current-carrying capability, a cable is made of 10 thinner wires (see Figure 12.28b) such that the

total cross-sectional area is equal to that of the cable in (a). What is the total current the new cable can carry for

the same maximum current density, frequency, and material properties?

(c) Compare the results in (a) and (b) with the current the wire can carry at DC.

Note: Assume that the solution for plane waves applies here even though the surface is curved. This is, in general,

applicable if the skin depth is small compared to the radius.

a b

20 mm

σ =107

μ=103μ0

Figure 12.28
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12.39 Application: Electromagnetic Shielding. A shielded room is designed so that high-frequencywaves cannot penetrate

into the room. The shield is made of a nonconducting, nonmagnetic material with a thin coating of conducting material

on the outer surface. The shield must reduce the electric field intensity by a factor of 106 compared to the field outside at

a frequency of 10 MHz. The conducting layer may be made of aluminum, copper, mu-metal, or a conducting polymer.

Conductivities, permeabilities, cost, and mass of the three materials are given in the table below.

Cu Al Mu-metal Polymer

Conductivity [S/m] 5.7 � 107 3.6 � 107 0.5 � 107 0.001

Permeability [H/m] μ0 μ0 105μ0 μ0
Mass [kg/m3] 8,960 2,700 7,800 1,200

Cost [unit/kg] 1 1.5 100 0.01

(a) Calculate the minimum thickness required for each of the four materials.

(b) Which material should we choose if the overall important parameter is: 1. Cost. 2. Mass. 3. Volume of conducting

material. Use a unit area of the wall for comparison.

Dispersion and Group Velocity

12.40 Dispersion and Group Velocity. Under certain conditions, a wave propagates with the following phase constant:

β ¼ ω
ffiffiffiffiffi
με

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ω2

c

ω2

r
rad

m

	 


where ω [rad/s] is the angular frequency of the wave, and ωc [rad/s] is a fixed angular frequency. Because this gives

the relation between β and ω, it is a dispersion relation:

(a) Plot the dispersion relation for the wave: use ωc ¼ 107, 107 
 ω 
 2 � 107 [rad/s].

(b) What are the phase and group velocities?

(c) What happens at ω ¼ ωc? Explain.

12.41 Dispersion and Group Velocity. The dispersion relation for a wave is given as

β ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2με� π2

a

r
rad

m

	 


(a) Plot the dispersion relation. a is a constant.

(b) Find the group and phase velocities.

12.42 Phase and Group Velocities. Show that the following relation between group and phase velocity exists:

vg ¼ vp þ β
dvp
dβ

m

s

h i
12.43 Dispersion in Iron. Find and plot the relation between phase constant and angular frequency for a wave propagating

in iron. Assume the relative permeability of iron is 1000 and its conductivity is 107 S/m:

(a) Plot the relation for all frequencies.

(b) Find the phase and group velocities at 100 Hz and at 100 MHz using the plot in (a).

12.44 Phase and Group Velocities in Lossy Dielectrics. A plane wave with electric field intenstity E ¼ x̂ 100e�j2z V=m½ �
propagates in rubber, which has properties μ ¼ μ0 [H/m], ε ¼ 4ε0 [H/m], and σ ¼ 0.001 S/m and may be considered

to be a very low-loss dielectric. Calculate:

(a) The phase velocity in the material.

(b) The group velocity in the material.
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(c) The energy transport velocity.

(d) What is the conclusion from the results in (a)–(c)?

12.45 Group Velocity and Dispersion in Low-Loss Media. A general low-loss medium is given in which the term σ/ωε is
small but not negligible:

(a) Calculate the group velocity.

(b) Plot the group velocity as a function of frequency.

(c) Is the medium dispersive and, if so, is the dispersion normal or anomalous? Explain.

Polarization of Plane Waves

12.46 Polarization of Plane Waves. The magnetic field intensity of a plane wave is given asH xð Þ ¼ ŷ 10e�jβx [A/m]. What

is the polarization of this wave?

12.47 Polarization of Plane Waves. The magnetic field intensity of a plane wave is given asH xð Þ ¼ ŷ 10e�jβx þ ẑ 10e�jβx

[A/m]. What is the polarization of this wave?

12.48 Polarization of Plane Waves. The electric field intensity of a wave is given as E xð Þ ¼ ŷ 10e�0:1x e�jβx þ ejβx
� �

þŷ 10e�0:1x e�jβx � ejβx
� �

[V/m]. What is the polarization of this wave?

12.49 Polarization of Plane Waves. The electric field intensity of a wave is given as E x; tð Þ ¼ ŷ 100cos ωt� βxð Þ
þẑ 200cos ωt� βx� π=2ð Þ [V/m]. What is the polarization of this wave?

12.50 Polarization of Superposed Plane Waves. Two plane waves propagate in the same direction. Both waves are at the

same frequency and have equal amplitudes. Wave A is polarized linearly in the x direction, and wave B is polarized in

the direction of x̂ þ ŷ . In addition, wave B lags behind wave A by a small angle θ. What is the polarization of the sum

of the two waves?

12.51 Polarization of Plane Waves. The magnetic field intensity of a wave is given as H x; tð Þ ¼ ŷ 100cos ωt� βxð Þ
þẑ 200cos ωt� βxþ π=2ð Þ [V/m]. What is the polarization of this wave?
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